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ABSTRACT 

Perceptual processes take time to unfold. Whether a person is processing a visual 

scene, identifying the category an object belongs to, or recognizing a word, cognitive 

processes involving competition across time occur. These ongoing competitive processes 

have been ignored in studies of learning. However, some forms of learning suggest that 

learning could occur while competition is ongoing, resulting in the formation of 

mappings involving the competing representations. This dissertation uses word learning 

as a test case to determine whether such learning exists. In a series of five experiments, 

participants were taught words under different stimulus and task conditions to encourage 

or discourage learning during periods of lexical competition. These studies reveal a 

complex relationship between ongoing lexical competition processes and word learning. 

Specifically, in cases where learners rely on unsupervised associative learning, they 

present evidence of learning that is continuous in time, starting during periods of lexical 

competition and continuing throughout the course of its resolution. These studies offer 

insight into the nature of associative learning, into the forms of learning that occur when 

learning new words, and into the ways that task and stimulus structure impinge on how a 

learner forms new associations. 
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CHAPTER 1 

BACKGROUND 

1.1 Temporal dynamics of perceptual processing 

Most aspects of perception require some degree of complex processing to 

recognize or interpret. Although cognition proceeds at impressive speeds, these processes 

take time to play out. This temporal component is present across a huge array of 

perceptual processes: when searching for a visual referent in a scene with many 

distracting objects, the viewer often spends a protracted period seeking the correct visual 

target (Treisman & Gelade, 1980; Treisman, 1986; Wolfe, 1994); distinguishing between 

colors that are similar elicits competition between representations, which requires some 

time to resolve (Bornstein & Korda, 1984; Huette & McMurray, 2010); auditory words 

are processed across time, with several word-forms active in parallel until sufficient 

information is received to disambiguate the forms (Allopenna, Magnuson, & Tanenhaus, 

1998; Magnuson, Tanenhaus, Aslin, & Dahan, 2003; Marslen-Wilson, 1987; McClelland 

& Elman, 1986; Norris, 1994; Zwitserlood, 1989). For example, when hearing the word 

“sandal,” the listener initially activates both sandal and sandwich. As more of the word is 

heard, sandwich is inhibited, however candle becomes active, as it overlaps with later 

portions of the word. Thus a central aspect of much of cognitive processing is the 

temporal dynamics of how this processing unfolds. 

The temporal dynamics of processing not only offer important research questions 

about general cognitive capacities, but they also raise important challenges to 

understanding learning within these domains. As information comes in across time and 

requires time to process, at what point does the organism learn1? When multiple stimuli 

1 The term “learning” is quite ambiguous, as it refers to both changes within a single learning 
event and more long-term changes across a series of events. In this case, the question is how 
learning within a single instance occurs; the critical question investigated throughout this 
dissertation is the time at which associations, weights or connections are adjusted during a 
learning event. 
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are active in parallel and competing for activation – as in color perception and word 

recognition – how does the learning system cater learning to the correct stimuli instead of 

the briefly co-active competitors? 

Learning in temporally-extended domains could take two broad forms. First, 

learning could rely on some mechanism that determines when the processing of the 

relevant stimuli is complete and only then initiate learning. Such a system would gate any 

learning to wait until competition has resolved so that only the representations that win 

the competition are learned. This could be achieved either through an explicit monitor of 

activation, or through more implicit means, such as initiating learning when activation 

reaches some threshold. A learner relying on such a competition monitor would avoid 

forming any representations based on briefly active competitors, as no learning occurs 

until after competition processes have resolved. In the case of learning the mappings 

between words and their referents, for example, while lexical activation processes are 

ongoing and several word-forms are competing in parallel for activation, the learner 

could wait until one word-form has suppressed the activation of the competitors before 

forming any representations; they would not learn until sandwich had suppressed sandal. 

Alternatively, learning could proceed continuously in time; whenever stimuli are 

active, the learning system may immediately begin to form representations. For word 

learning, the formation of word-referent mappings would begin as soon as both word-

form and referent stimuli have received any degree of activation. This would lead to 

representations mapping the parallel-activated word-forms onto referents, leading to an 

array of spurious mappings; the learning would initiate when both sandal and sandwich 

are active. However, because the appropriate word-form’s activation with respect to the 

referent is both more consistent and longer-lasting than that of the competitors, the 

correct mapping could nonetheless come to dominate learning. 

Although both of these forms of learning are capable of accommodating temporal 

processing dynamics, they do so in quite different ways. Determining whether learning 
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relies on signals indicating the presence or absence of competition can help elucidate a 

fundamental facet of learning. Yet little work has investigated the timing of when 

learning occurs relative to stimulus processing. Instead, many studies focus on broad 

questions about the nature of learning. Those that emphasize more specific mechanisms 

of learning systems often use stimuli that obviate concerns of processing dynamics in 

order to ask alternative questions. In both these approaches, temporal processing 

dynamics are external to the questions of interest, leading researchers to treat such factors 

as noise to be controlled for as best as possible in their designs.  

1.1.1 Questions on the nature of learning 

A large volume of learning research has been devoted to uncovering broad 

principles about the nature of learning. By determining what tools are available to 

learners, what broad forms of representation are used in learning and what forms of 

information are most learnable, these approaches offer deep insights into the learning 

system. However, these approaches operate at a fundamentally higher level than 

investigations of online processing dynamics and learning. They thus provide little 

leeway into investigating these more microstructure questions about how learning 

proceeds in individual learning events.  

Debates about the mechanisms that enable learning have been ongoing for 

millennia. Plato and Aristotle debated whether humans learned new information by 

unlocking innate knowledge or by filling in a blank slate of the mind. This debate has 

evolved into modern psychological comparisons, pitting rationalist approaches, which 

argue for inborn capacities or knowledge and more rational or inferential processes 

driving the course of learning, against emergentist theories, which argue that learning 

proceeds using domain-general systems that learn through experience by tracking 

patterns in the environment. In language development, rationalists argue for innate 

devices that are tuned to learning linguistic structures (Fisher & Marcus, 2006; Fodor, 
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Gaskell, & Brill, 1975; Hirsh-Pasek et al., 1987; Kanwisher, 2010; Marcus, Pinker, & 

Ullman, 1992). This approach is supported by hypotheses that the structure of language is 

too complex to learn using domain-general pattern-recognizing mechanisms (Fodor & 

Pylyshyn, 1988; Marcus et al., 1992; Marcus, 1993; Pinker & Prince, 1988), and that 

linguistic input is impoverished relative to the vastness of the language that is learned 

(Berwick, Pietroski, Yankama, & Chomsky, 2011; Marcus, 1993; though see, Hsu & 

Chater, 2010). The emergentist approach counters these arguments by emphasizing the 

capacity for learners to extract complex information from natural linguistic input (Chater 

& Christiansen, 2010; Christiansen, Allen, & Seidenberg, 1998; McClelland, St John, & 

Taraban, 1989; Plaut, 1997; Plunkett & Marchman, 1993; Seidenberg & McClelland, 

1989), and by demonstrating that quite simple domain-general learning is capable of 

learning to abstract beyond properties of the stimulus (Apfelbaum & McMurray, 2011; 

Christiansen et al., 1998; McClelland, 2010; Plunkett & Marchman, 1993; Thiessen, 

2011; Toscano & McMurray, 2010). Many such accounts rely on associative learning as 

a powerful learning mechanism that is capable of acquiring detailed information without 

specialized mechanisms. More nuanced approaches suggest that the distinction between 

rationalist and emergentist theories is false, as the two forms are fully inseparable. 

Instead, learning is always a combination of influences from different capacities, and 

trying to partition learning between them is an impossible task (Chang, Dell, & Bock, 

2006; Chang, 2002; Spencer, Blumberg, et al., 2009; Spencer, Samuelson, et al., 2009). 

Theories about the degree of rationalist vs. emergentist mechanisms used in learning are 

focused on high-level discussion about the nature of learning, with little focus on the 

dynamics of each individual learning event. As such, questions of perceptual processing 

are wholly external to this debate.  

The form of perceptual representation also drives major debates regarding the 

nature of learning. Studies of categorization contrast theories that learners store a huge 

number of individual exemplars of categories, and use these exemplars as a basis for 
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future stimulus identification (Creel, Aslin, & Tanenhaus, 2008; Goldinger, 1998; 

Kruschke, 1992; Nosofsky, Kruschke, & McKinley, 1992; Nosofsky, 1986; 

Pierrehumbert, 2003; Regier, 2005; Zaki & Nosofsky, 2007) against theories that learners 

utilize a form of stimulus averaging to determine a prototypical category member, and 

then compare future items against this prototype (Barsalou, 1985; Minda & Smith, 2002; 

Posner & Keele, 1968; J. D. Smith, 2002). These theories differ greatly in their 

presumption of how learning occurs. Exemplar theories include a mechanism for learning 

each exemplar and applying a category tag to it, whereas prototype learning requires a 

mechanism for adjusting representations to reflect new prototypes. However, this debate 

again disregards questions of temporal processing dynamics; the fundamental question is 

the nature of storage and stimulus comparison after stimuli are identified, rendering 

issues of the timecourse of stimulus recognition less important. 

Uncovering task and stimulus structures that improve learning also drives 

research on the nature of learning. For example, a range of studies have explored the role 

that variability in irrelevant features of stimuli plays in helping learners identify the 

aspects of stimuli that are important for differentiating categories; this benefit of 

variability holds across grammar learning (Gómez, 2002), motor skill learning (Catalano 

& Kleiner, 1984), word learning (Rost & McMurray, 2009, 2010), word segmentation 

(Bortfeld & Morgan, 2010; Singh, White, & Morgan, 2008; Singh, 2008), reading 

(Apfelbaum, Hazeltine, & McMurray, 2012), and even learning to land planes (Huet et 

al., 2011). This suggests that stimulus variability is a general aid to learning. Uncovering 

the domain-generality of this principle of learning expands understanding of the nature of 

learning and how stimulus characteristics affect this learning. However, as with other 

questions about the nature of learning, these studies of stimulus characteristics remain 

agnostic about the role of temporal processing dynamics in learning; instead, these 

studies emphasize the use of comparing stimuli across trials, and are thus more focused 

on longer time scales than processing within an individual learning event. Temporal 
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processing dynamics are again treated as external to the main question regarding the 

nature of learning. 

High-level investigations into the nature of learning are essential for a 

comprehensive understanding of the learning process. Yet these broader questions of 

learning concern the macro-structure of the learning system, and thus are unconcerned 

with more detailed aspects of individual learning events. Although these approaches offer 

impressive insight into how learning occurs, they are not as useful for understanding how 

learning interacts in real-time with ongoing perceptual processes.  

1.1.2 Questions on the mechanisms of learning 

More specific studies on the mechanisms of specific forms of learning provide a 

detailed view of the learning process. However, these studies typically rely on stimuli 

that are designed to limit the contribution of temporal processing dynamics in order to 

more directly focus on other aspects of learning. Classic approaches to studying learning 

often rely on stimuli are incredibly simple – for example lights and tones – and that may 

require very little in the way of processing. When investigating how organisms learn to 

link stimuli and responses, relying on stimuli that have highly-predictable (and often 

automatic) responses is quite useful. For example, in plotting the neural circuitry 

underlying associative motor learning, Freeman and colleagues rely on eye-blink 

conditioning (Freeman & Steinmetz, 2011; Ng & Freeman, 2012); the stimuli in such a 

technique are simple tones or lights that are unambiguous and quite rapidly processed. 

The timecourse of this stimulus processing is fairly irrelevant to the investigation of the 

neural pathways of the learning, because the relevant processing is fairly automatic and 

rapid. 

The use of stimuli designed to have minimal online processing difficulty also aids 

studies of learning in more complex domains. Studies exploring fast-mapping abilities in 

young children, for example, rely on stimuli with little phonological overlap to emphasize 
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the relevant aspects of the study (specifically, how well children can apply mutual 

exclusivity to identify referents in a task and encode these associations into memory; e.g., 

Horst & Samuelson, 2008; Spiegel & Halberda, 2010). Words like “cheem” and “fode” 

are quite distinct, and elicit minimal competition from one another. Using such distinct 

stimuli can be necessary to identify effects with a locus in learning, as opposed to in real-

time processes that are engaged at study or test (e.g., Zhao, 2013). Similarly, studies 

aimed at detailing visual categorization often rely on quite simplified stimuli that can be 

recognized quite quickly, with little competition (Booth & Waxman, 2002; Nosofsky, 

1988; Posner & Keele, 1968). More complex stimuli are unnecessary to answer questions 

about the nature of representation or the types of information learners use to identify new 

stimuli, and so are an effective choice for these studies. 

Such simplified stimuli are quite valuable for highlighting the effects of interest in 

these studies, and they help researchers arrive at quite impressive understanding of 

learning. However, these stimuli are also designed to reduce real-time processing 

demands for participants during learning, and thereby block investigation of interactions 

between online processing and learning.  

1.2 Word learning as a model domain 

Word recognition is a key domain in which temporal processing dynamics could 

impact learning. When hearing a word, the perceptual signal comes in across time. The 

listener is often unable to identify what word they are hearing until the end of the word 

(or sometimes even well after the offset of the word; Bard, Shillcock, & Altmann, 1988; 

Connine, Blasko, & Hall, 1991; Grosjean, 1985). Yet listeners begin making predictions 

about the word they are hearing from early points in the acoustic signal; listeners activate 

multiple word-forms that are consistent with the acoustic signal, and then continuously 

update these activations to reflect incoming information (Gaskell & Marslen-Wilson, 

1999; Marslen-Wilson, 1987). Ambiguity abounds throughout this process, and often 
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learners must rely on auditory information later in the word to interpret what they have 

already heard (Connine et al., 1991; Ganong, 1980; McMurray & Jongman, 2011; 

McMurray, Tanenhaus, & Aslin, 2009). Word recognition is thus a temporally-extended 

process with competition occurring throughout. 

Because word recognition processes are complex and protracted over time, 

learning the mappings between words and their meanings may present a particularly 

compelling way to examine the issues of how real-time processes and learning relate. If 

word learning initiates before competition has resolved, it must cope with many 

competing word-forms. As such, word learning offers a strong test case for the timing at 

which learning occurs. 

A detailed understanding of these word recognition processes allows precise 

predictions about how they may affect word learning processes. The following sections 

detail the temporal dynamics of word recognition, highlighting aspects of incremental 

processing of incoming acoustic information, graded and parallel activation of word-

forms, and competition and inhibition between word-forms that are active in parallel. 

These facets of processing are then discussed with reference to different forms of 

learning to determine how such processing dynamics might influence the representations 

formed during word learning.   

1.2.1 Temporal dynamics of word recognition 

The nature of lexical processing is such that word recognition is a complex 

temporal process, and individual word-forms are rarely active independently. Ongoing 

ambiguity and competition throughout lexical processing challenge the capacity for the 

learner to identify the appropriate word-form to form new mappings. These temporal 

processing dynamics are well-understood and offer insight into the different predictions 

of how word learning may proceed if learning is occurring continuously during lexical 

processing versus waiting until processing is complete. 
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1.2.1.1 Incremental processing 

From the earliest portions of the speech signal, listeners begin to activate words 

that are consistent with the input (Allopenna et al., 1998; Magnuson, Dixon, Tanenhaus, 

& Aslin, 2007; Marslen-Wilson & Zwitserlood, 1989; Marslen-Wilson, 1987; McMurray, 

Clayards, Tanenhaus, & Aslin, 2008; Toscano, Anderson, & McMurray, 2013; 

Zwitserlood, 1989). This activation begins quite early; within 200 ms of the onset of the 

word, listeners begin preferentially making eye movements to words that are compatible 

with the acoustic signal over words with mismatching phonological forms. 

As more of the word is heard, some of those words that were initially activated 

are suppressed (Allopenna et al., 1998; Marslen-Wilson & Zwitserlood, 1989; Marslen-

Wilson, 1987), seeming to suggest that listeners access the appropriate word-forms by 

tracking which words are fully compatible with the input to that point (Gaskell & 

Marslen-Wilson, 1997; Marslen-Wilson & Zwitserlood, 1989; Marslen-Wilson, 1987; 

Norris, 1994). However, as processing proceeds, words that mismatched at onset but are 

compatible with later portions of the word are activated (Allopenna et al., 1998; Connine, 

Blasko, & Titone, 1993; Marslen-Wilson, Moss, & van Halen, 1996; McMurray et al., 

2009), particularly if these other words are phonetically close to the heard speech signal 

(Andruski, Blumstein, & Burton, 1994; Creel, 2012). Listeners are thus not relying on a 

purely left-to-right phonological match between the signal and words in the lexicon to 

determine lexical identity, but instead exhibit more flexibility in online lexical activation. 

These incremental activation processes are sensitive to quite subtle aspects of the 

acoustic signal, including sub-categorical details that reflect upcoming segments. 

Listeners use small acoustic change to make predictions about what words they are 

hearing, and use these predictions to narrow the scope of words they consider (Dahan, 

Magnuson, Tanenhaus, & Hogan, 2001). Similarly, sub-categorical changes in the 

duration of speech segments help listeners determine the syllabic structure of words in 
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order to more accurately segment the speech stream (Salverda et al., 2006; Salverda, 

Dahan, & McQueen, 2003). 

Words are not activated individually, nor are they activated in an all-or-none 

manner. Instead, many words are activated in parallel, and these words’ activations 

reflect their degree of fit to the input and the level of competition from other words. 

Activation grows as more acoustic information is encountered and competition 

suppresses words that do not match the input. Throughout lexical access, a variety of 

words are accessed to varying degrees. 

1.2.1.2 Graded/parallel activation 

Zwitserlood (1989) showed that listeners activate multiple lexical candidates 

matching the acoustic signal. She used a cross-modal priming task to determine whether 

sentential context biases listeners to preferentially activate candidates consistent with the 

input. Instead, she found that even in contexts that were strongly biasing, listeners 

showed semantic priming to multiple senses of the word; upon hearing the onset “capt-,” 

listeners activated semantic relatives of both captain and captive. The visual world 

paradigm offers further evidence of parallel activation; when given a display with 

phonologically-related items, listeners fixate both targets and competitors throughout the 

trial, time-locked to when the signal is consistent with the signal (Allopenna et al., 1998). 

Critically, these fixation patterns map closely onto models of lexical processing that posit 

parallel activation (Allopenna et al., 1998; McClelland & Elman, 1986). Marslen-Wilson 

showed that the degree of activation varies in part as a function of word frequency; high 

frequency words elicit greater priming of related words than do low frequency words, 

suggesting that the high frequency words were activated more strongly (Marslen-Wilson, 

1987). 

While multiple words are activated, these activations are graded, such that words 

that more closely match the acoustic input are activated more strongly. Listeners hearing 
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mispronounced words activate the semantic networks of the correctly-pronounced form 

in accordance with the degree of mismatch; when hearing gat, listeners show greater 

priming for dog than when hearing wat (Andruski et al., 1994; see also, Creel & Dahan, 

2010; White & Morgan, 2008; White, Yee, Blumstein, & Morgan, 2013). Similarly, sub-

categorical mismatches show graded patterns of recovery from mispronunciations; when 

hearing barakeet, listeners are faster to access the lexical form parakeet if the word-initial 

/b/ is closer to the b/p acoustic boundary (McMurray, Tanenhaus, & Aslin, 2002; see 

also, Utman, Blumstein, & Burton, 2000). Listeners maintain graded activation of words 

to the extent that these words are viable referents. 

1.2.1.3 Competition between parallel-active words 

Having several words active in parallel with varying degrees of activation results 

in competition during lexical access. In order to determine which word is being heard, the 

listener must suppress the coactive words. These competitive processes affect both the 

speed and accuracy with which an item is recognized; words with greater competition are 

less efficiently accessed (Dahan, Magnuson, Tanenhaus, et al., 2001; Goldinger, Luce, & 

Pisoni, 1989; Luce & Pisoni, 1998; Magnuson et al., 2007, 2003). 

Words whose phonological competitors are high frequency exhibit slowed 

recognition relative to words with low-frequency neighbors (Dahan & Gaskell, 2007; 

Dahan, Magnuson, & Tanenhaus, 2001; Luce & Pisoni, 1998; Magnuson et al., 2007; 

Prabhakaran, Blumstein, Myers, Hutchison, & Britton, 2006; though see, Morrison & 

Ellis, 1995). Competition is also elevated for words with many neighbors, particularly if 

those neighbors are high frequency (Chen & Mirman, 2012; Cluff & Luce, 1990; 

Goldinger et al., 1989; Luce & Pisoni, 1998; Vitevitch & Luce, 1998, 1999). Words that 

reside in such high density phonological neighborhoods are more difficult to recognize in 

noise (Luce & Pisoni, 1998), are more slowly identified as words (Luce & Pisoni, 1998) 

and are more slowly linked to visual referents (Magnuson et al., 2007, 2003). 
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Competitor effects during lexical access are closely time-locked to the acoustic 

signal. Words with a large number of phonological competitors at word onset show very 

early changes in activation, and this competition persists throughout activation. 

Meanwhile, words whose competitors are more evenly distributed across the word show 

overall later competition effects than those with primarily onset competitors (Magnuson 

et al., 2007). Sub-categorical mismatch studies also exhibit immediate competition when 

conflicting acoustic information occurs; when cross-splicing the onset of the word neck 

onto the final consonant of the word net, Dahan and colleagues found decreased fixations 

to a visually-presented net, even if no image of a neck was present (Dahan, Magnuson, 

Tanenhaus, et al., 2001). However, this competition only emerged if the onset portion 

spliced onto the final consonant came from another word (that is, the onset of nep does 

not elicit competition), suggesting that competition emerges on the basis of word-word 

inhibition, rather than on the basis of acoustic mismatch.  

Computational descriptions of lexical access suggest that competition processes 

are not confined to activation of the word-form, but instead cascade through processing 

(Chen & Mirman, 2012; Gaskell & Marslen-Wilson, 1997, 1999). When competition 

slows or weakens activation, access to semantic information is also impaired. Gaskell and 

Marslen-Wilson (1997, 1999) developed the Distributed Cohort Model to investigate how 

phonological information propagates to semantic access. In this model both phonological 

and semantic representations are distributed, with no mediating lexical units. During 

processing of a word, competition is conceptualized as a blending of the distributed 

representations of the various active words. When several phonological word-forms are 

simultaneously active, semantic access becomes more diffuse. Phonological competition 

thereby affects the facility with which semantic representations are accessed. 

 Chen and Mirman (2012) built on this conceptualization of interaction between 

phonological and semantic interaction, but used a very different model architecture and 

included more explicit dynamics in their model. This model simulates competition via 
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lateral inhibition between localist units rather than averaging across distributed 

representations. However, they come to similar conclusions as Gaskell and Marslen-

Wilson (1997, 1999) regarding the cascading influence of phonological information. The 

addition of dynamics in this model also leads to predictions that the cascading 

competition is closely time-locked to the phonological competition; as multiple word-

forms become active and compete, this competition results in immediate changes in 

semantic activation. The Chen and Mirman model further adds consideration of 

competition between semantic representations, and argues that this form of competition 

affects phonological processing. 

Apfelbaum, Blumstein and McMurray (2011) found empirical evidence for 

cascading competition (see also, Zwitserlood, 1989). This study used the visual world 

paradigm to measure consideration of semantic relatives of target words as a proxy for 

semantic activation (e.g., Yee & Sedivy, 2006). They found that words from dense 

phonological neighborhoods exhibited reduced semantic activation. These changes began 

quite early, signaling immediate semantic effects of phonological competition. 

Competitive processes are thus not encapsulated, but affect numerous components of the 

language processing stream. 

1.2.1.4 Summary 

The word recognition process is characterized by continuous (in both time and 

activation) adjustments in activations of several candidate word-forms. Listeners begin 

activating words from the earliest moments in the acoustic signal, and then update these 

activations throughout hearing the word. Several words are active in parallel throughout 

this process, and these words compete with each other for recognition. Although this 

processing typically leads to a single word dominating processing, throughout the process 

many other words receive brief, partial consideration. These parallel activations could 

impact the formation of links between sounds and meaning during word learning, 
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depending on whether learning the word-referent mappings occurs before competition is 

resolved. 

1.3 What determines the timing of word learning? 

If learning is conceptualized as the formation of links between potential word-

forms and referents (as in an associative learning account), learning that is continuous in 

time from the earliest points of lexical activation may lead to mappings between a 

referent and a variety of co-active word-forms. During periods of competition, all active 

word-forms will be linked to the same referent. However, if learning waits until 

competition is resolved, lexical processing dynamics pose little threat to the formation of 

appropriate word-referent mappings; mappings are only formed when a single word-form 

is fairly unambiguously active.  

Given the rather protracted timecourse of word recognition, it may be possible to 

determine whether learning occurs from the earliest points of the acoustic signal. That is, 

investigating whether learners form mappings during periods of temporary lexical 

ambiguity offers insight into the timing of lexical encoding. This would further 

understanding of both how people learn words and how learning operates more generally. 

In the following sections, different theories of word learning are contrasted to determine 

their individual predictions about whether learning could entail parallel associations with 

competing word-forms. Different forms of learning are then contrasted to determine what 

features are necessary in a learning system to elicit learning before competition is 

resolved. 

1.3.1 Theories of learning 

Much of the debate over the nature of word learning centers on the degree to 

which associative learning is used to map a word-form to its referent. Evidence of 

learning during parallel lexical activation may offer some headway in this debate. 

Although virtually everyone agrees that at least some degree of associative learning is 
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necessary, at least for early word learning (e.g. Golinkoff & Hirsh-Pasek, 2006; Waxman 

& Gelman, 2009; Werker & Curtin, 2005), many argue that this form of learning plays a 

limited role, especially as learners become more sophisticated (Fennell & Waxman, 

2010; Golinkoff & Hirsh-Pasek, 2006; Namy, 2012; Waxman & Gelman, 2009). Instead, 

these theorists posit that learners rely on more explicit learning systems and domain-

specific word learning tools to acquire word-meaning mappings. These theories advocate 

that learners use word learning constraints (Golinkoff, Mervis, & Hirsh-Pasek, 2008; 

Markman & Hutchinson, 1984; Markman, 1990; Mervis & Bertrand, 1994), hypothesis 

testing (Medina, Snedeker, Trueswell, & Gleitman, 2011; Trueswell, Medina, Hafri, & 

Gleitman, 2013) and social inferences (Fennell & Waxman, 2010; Goldstein, King, & 

West, 2003; Golinkoff & Hirsh-Pasek, 2006; Hall, Williams, & Belanger, 2010; Johnson, 

Ok, & Luo, 2007) that are specifically tuned to helping the child learn language. In 

contrast, others argue that associative accounts are capable of quite impressive learning 

and abstraction (Apfelbaum & McMurray, 2011; Gliozzi, Mayor, Hu, & Plunkett, 2009; 

McMurray, Horst, & Samuelson, 2012; Samuelson & Smith, 1998; Sloutsky & Robinson, 

2013; L. B. Smith, Jones, Landau, Gershkoff-Stowe, & Samuelson, 2002; L. B. Smith, 

Jones, Yoshida, & Colunga, 2003; Thiessen, 2011). Such accounts rely on domain-

general mechanisms which elicit learning that appears domain-specific; as the learning 

system encodes statistical information from the environment, it develops abstract 

representations that appear specialized despite deriving from general mechanisms. 

In this section, these two broad approaches to word learning are contrasted. Much 

of the work debating the form that word learning takes emphasizes the problem of 

referential ambiguity (Quine, 1960; Siskind, 1996), so this section relies heavily on how 

the different learning approaches deal with this challenge. When a learner hears a novel 

word, she must identify the referent from an infinite array of possible choices. For 

example, if an explorer encounters a speaker of an unknown language pointing to a rabbit 

running across a field and saying “gavagai,” there is no way to be sure that the speaker 
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meant the rabbit – he could just as easily have meant to indicate the scene, the grass, the 

act of running, the rabbit’s ears, the collection of parts that comprise the rabbit, or an 

infinite number of other possible referents (Quine, 1960). Given a single instance of 

hearing a word and seeing a scene, identifying the correct referent is impossible without 

some additional constraints on how to learn. As words are rarely provided to children in 

isolated naming instances, learners must rely on additional forms of information to 

extract word-referent mappings. Both explicit/constraint-based theories and 

implicit/associative theories have been proposed to account for this central difficulty in 

word learning; depending on which theory is adopted, very different predictions for the 

timing of learning emerge. 

1.3.1.1 Constraint-based theories 

The classic solution to the problem of referential ambiguity is the use of word 

learning constraints to narrow the scope of potential referents. These constraints are often 

conceptualized as domain-specific operators that guide infants to correct word-referent 

mappings (Golinkoff et al., 2008; Markman & Hutchinson, 1984; Mervis & Bertrand, 

1994). The whole-object constraint biases learners to presume that a novel word refers to 

a whole object rather than its constituent parts (Markman, 1990). When the listener hears 

“gavagai,” this constraint eliminates theories that this refers to the ears of the rabbit or to 

“undisconnected rabbit parts.” The novel name - nameless category (Mervis & Bertrand, 

1994) constraint similarly biases the learner to presume that when a novel referent is 

heard, it refers to an object in the display that does not yet have a name. This has been 

suggested as the means by which children fast map, where they reliably select the 

referent of a novel word when only one referent in the display is novel (Carey & Bartlett, 

1978; Mervis & Bertrand, 1994); children use the knowledge that most objects only have 

one name to infer that the novel name must apply to whatever in the scene does not yet 

have a name. The mutual exclusivity constraint operates in tandem with these other 
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constraints, biasing the learner to presume that each object has only a single name 

(Houston-Price, Caloghiris, & Raviglione, 2010; Markman & Wachtel, 1988; Markman, 

1990). When a novel word is encountered, the learner knows to ignore objects that they 

already have names for as potential referents. 

Although rarely explicitly discussed, these constraint-based approaches operate at 

a high-level of abstraction; constraints operate based on the learner identifying a word-

form, then determining whether this word-form is novel, before determining what its 

referent is. For such operations to occur, a fairly concrete decision as to the form of the 

word must be made; if competition is ongoing, the learner is unable how to apply the 

constraints to the current word. This reliance on abstract representations thus necessitates 

that much of the dynamics of lexical activation have settled before any learning proceeds.  

1.3.1.2 Associative and statistical theories 

Associative theories of word learning suggest that referential ambiguity is 

accommodated by tracking co-occurrence between words and possible referents across 

instances (Siskind, 1996; K. Smith, Smith, & Blythe, 2011; Yu & Smith, 2007, 2012); if 

the learner tracks that typically when the word dog is heard, a furry, four-legged creature 

is present, she can deduce that this animal is the intended referent of the word. Although 

a single trial is insufficient to accurately learn the correct word-referent mapping, the 

learner combats referential ambiguity within a learning instance by learning across 

several instances. As more word-referent pairings are learned, later word learning 

situations are easier as fewer items are unnamed, and thus few are potential referents for a 

novel name (Yu & Ballard, 2007; Yurovsky et al., in press). 

This form of learning functions quite differently from constraint-based 

approaches; rather than the learner using explicit tools to determine word-referent 

mappings, the learning is mostly implicit. Tracking the statistics in the input is thought to 

be fairly automatic, without any need for the learner to form explicit hypotheses. A 
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potential way to maintain these various statistics is through associative learning, where 

co-occurrence statistics are maintained in weights between representations. Across trials, 

learners must maintain several partial associations linking the words and pictures that 

have co-occurred. This parallel set of weak mappings is quite distinct from the constraint-

based approach, which often highlights specific hypotheses about individual word-

referent pairings. 

Associative accounts are not incompatible with constraints, however the method 

of instantiating these constraints is quite different in associative models. Using domain-

general mechanisms, such as competition and interactivity, many word-learning 

constraints naturally emerge from associative systems (Kachergis, Yu, & Shiffrin, 2012; 

McMurray et al., 2012; Namy, 2012; L. B. Smith et al., 2002; Yu & Smith, 2012). Thus 

the presence of effects that are predicted by constraints is not evidence that the learner is 

relying on constraints. However, emergent constraints leave room for more nuanced 

application of these constraints (and may offer more natural extension into cases where 

constraints must be loosened, as in bilingualism: Byers-Heinlein & Werker, 2013; Curtin, 

Byers-Heinlein, & Werker, 2011; Houston-Price et al., 2010). 

Many formal models of associative word learning have been proposed (Gliozzi et 

al., 2009; Mayor & Plunkett, 2007; McMurray et al., 2012; Regier, 2005; Samuelson, 

2002; Schafer & Mareschal, 2001; Westermann & Mareschal, 2004; Yu & Smith, 2012). 

These models vary greatly in terms of architecture, forms of representation, learning 

principles and the fundamental problems they are trying to solve. However, none of these 

models incorporate the temporal processing dynamics of word recognition. Instead, these 

models rely on simplified representations of word-forms, with most models representing 

lexical activation in a word learning event by unambiguously activating a single lexical 

representation (Gliozzi et al., 2009; McMurray et al., 2012; Yu & Ballard, 2007). This 

simplification is adopted either because these models are not concerned with the timing 

of lexical processing, or because not enough is known about how the temporal dynamics 
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of processing affect learning to make clear predictions. Yet this focus on learning issues 

that are external to temporal processing dynamics may miss important interactions during 

learning. 

Although often described as “dumb” process, capable only of thoughtlessly 

forming links between co-present stimuli, and without the capacity to show higher-level 

abstraction (Fennell & Waxman, 2010; Golinkoff & Hirsh-Pasek, 2006; Waxman & 

Gelman, 2009), many forms of associative learning are quite sophisticated and powerful 

(Kachergis et al., 2012; Rescorla, 1988; Sloutsky, 2009; L. B. Smith et al., 2003; 

Wasserman & Miller, 1997). Associative learning is far from a monolithic process, and 

instead includes a range of forms of learning. Depending on the learning environment, 

timing of stimuli and presence of feedback, a learner may rely on different associative 

methods to form appropriate mappings between stimuli. This richness of forms of 

learning makes associative learning a flexible tool for encoding information in a range of 

domains. However, it also complicates consideration of how processing dynamics might 

interact with an associative system. Considering the primary dimensions of variability 

across forms of associative learning can help clarify how the dynamics of lexical 

activation would be predicted to affect different associative word learning systems. 

Associative learning thus may predict that learning occurs continuously during 

lexical competition processes; however, associative learning includes a range of different 

forms of learning systems. In the following section, two classes of associative models are 

contrasted: supervised and unsupervised models. This major distinction in forms of 

associative learning is critical in forming predictions about the timing of learning. 

Depending on which of these forms of associative system is predicted to occur in a word 

learning task, learning may or may not be predicted to occur continuously in time.  
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1.3.2 Supervised vs. unsupervised associative learning 

Although associative learning offers the potential for interaction between online 

lexical activation processes and word learning, such interaction depends on the form of 

associative learning that takes place when learning words. Associative learning is a broad 

term often used to refer to a wide variety of learning mechanisms that may only be 

loosely related by the fact that they all form associations between elements. However, 

they also vary on many dimensions. The presence or absence of supervision is among the 

most pertinent dimensions of variation between forms of associative learning; learning 

that relies on feedback to update activations and mappings functions quite differently 

than learning without feedback, and often leads to quite different solutions to mapping 

problems. Critically, this feature of associative systems also alters predictions about 

whether and how online processes impinge on the learning process. 

1.3.2.1 Supervised learning 

Supervised associative learning develops a representation of some structure using 

some form of feedback signal that guides the learner to a precise, functional encoding of 

the relationship between stimuli. In the classic model, this feedback is an explicit error 

signal that corrects the learner when a mistake is made (Rescorla & Wagner, 1972; 

Rumelhart, Hinton, & Williams, 1986). Such an error signal not only informs the learners 

that they have made a mistake, but also provides the correct answer. This allows rapid 

adjustment of associations in order to develop a more functional set of links. Such a trial-

and-error learning process is quite powerful, and it is capable of learning mappings that 

are not linearly-separable when using an appropriately structured system (e.g. with 

intermediate representations; Rumelhart, Hinton, & Williams, 1986). However, there are 

doubts about the plausibility of such a system as a primary determiner of learning 

because of its reliance on a teaching signal that not only signals whether the learner was 

correct, but also what the correct answer was (De Sa & Ballard, 1998; O’Reilly, 1996, 
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2001). Such feedback is often not available to the learner, casting doubt on the value of 

using an external teaching signal as a guide to learning. This is particularly the case in 

language learning, where parents often fail to correct misproductions made by their 

children (Marcus, 1993; though see, Chouinard & Clark, 2003; Gruendel, 1977). 

A more subtle form of supervised learning uses the exact same learning rules, but 

relies on prediction to form internally-generated error signals. As the cognitive system 

processes information, it constantly forms predictions about upcoming information 

(Clark, in press; Elman, 1990). These predictions can then be validated against the form 

that this later information takes. Although this provides a form of error signal, it differs 

qualitatively from a classic teaching signal. Prediction error doesn’t tell the network how 

to act, merely what to expect. This can be accomplished using standard feedback 

mechanisms that detail the correct pattern for all outputs, or it can be done using feedback 

that only signals whether the learner is correct or incorrect, without detailing the correct 

output for all possible stimuli. 

Nonetheless, this approach to supervision has been offered as a way to rectify the 

implausibility of classic error-driven approaches’ reliance on complex teaching signals 

(Elman, 2009; O’Reilly, 1996). Such a learning system is able to form very precise 

predictions, and is even adept at accommodating linguistic tasks (Elman, 1990). Forming 

predictions and adjusting representations based on prediction error has even been 

suggested as a foundational principle of human information processing (Clark, in press). 

Many consider prediction-based learning to be unsupervised rather than 

supervised, as the feedback signal is internally generated. The category boundary 

between supervised and unsupervised learning systems is quite fuzzy, as there is no 

consensus over what defines supervision. I place prediction models into the supervised 

case as the way that associations are changed is somewhat akin to that of truer supervised 

models (O’Reilly, 1996): both forms of learning update representations using later-

occurring information to alter mappings and minimize error. In both external error-driven 
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learning and prediction learning, the learner relies on an error signal to gauge whether an 

output is correct, and uses this error signal as the basis of adjusting associations or 

weights. A more thorough analysis of supervised vs. unsupervised learning could 

elucidate several dimensions of variability and a gradient of supervision; however, such a 

treatment is outside the scope of this dissertation.  

Prediction-based supervised models have a more nuanced relationship with 

temporal processing dynamics. These models are inherently temporal, as predictions are 

typically formed before confirming or disconfirming evidence is encountered. Because 

the error signal is contingent on the later-occurring information, there is an inherent delay 

in the prediction system. To some extent, the degree to which a prediction-based system 

would be influenced by processing dynamics is contingent on when this later occurring 

information is presented. However, in most models relying on prediction error, 

predictions are made on the basis of fairly high-level information; when making 

predictions about word-referent mappings, predictions may take the form of specific 

hypotheses of which words pair with which referents, or which referent should be seen 

given a word (akin to hypothesis testing approaches to word learning, Medina et al., 

2011; Trueswell et al., 2013). If the learner is forming predictions on the basis of single 

word – single referent pairings that are determined post-competition, the temporal 

dynamics of processing likely would play little role in how these associations are formed. 

These predictions can then be gauged against high-level lexical information when the 

word-referent pairing is again encountered; the learner need not maintain multiple partial 

word-referent mappings, and the predictions can be quite precise.  

In both the above forms of supervised learning, the timing of learning is 

unambiguous: learning occurs when a supervisory signal is received. Whether this signal 

is a teacher detailing the correct answer or later-occurring information signaling whether 

a prediction was accurate, there is a distinct time when representations can be updated. 

These error signals typically arrive after processing dynamics are relatively settled. For a 
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teaching signal, the learner must resolve competition enough to make a response to a 

single candidate, after which the error signal is given. For a prediction learning system, 

competition within the system must resolve to a sufficient point that the learner can form 

a prediction; by the time the later-occurring information is received to determine whether 

the prediction was accurate, the learner is likely to have very few competitors active. 

Supervised learning systems thus do not allow continuous learning – this form of 

learning updates representations at a given time late in processing, when much of the 

dynamics of ongoing processing is resolved. Supervised learning predicts little impact of 

representations activated in parallel on the learning process.  

1.3.2.2 Unsupervised learning 

Supervised learning appears to obviate concerns that the temporal dynamics of 

lexical activation impinge on the formation of new word-referent mappings. In each form 

of supervised learning, the system has some signal for when to update representations 

based on the time when the feedback is received. In most cases this occurs after the 

stimuli have been processed, and signals how to adjust representations using these post-

competition representations. Unsupervised learning operates quite differently; the learner 

links whichever stimuli or representations are co-present (Hebb, 1949). This does not 

require a teaching signal, instead using repeated learning instances to form accurate 

mappings; things that consistently co-occur are linked strongly, whereas things that only 

co-occur sometimes receive much weaker links (Apfelbaum & McMurray, 2011; Yu & 

Ballard, 2007; Yu & Smith, 2012). This gradually leads to the appropriately paired 

representations to dominating the learned mappings. 

Many descriptions of word learning suggest that some form of unsupervised 

learning occurs. Although this form of learning lacks the explicit teaching signal that 

helps form fast associations, given the number of words children learn and the rapidity 

with which they learn them, some form of learning without a teacher is likely necessary. 
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However, few models of word learning offer true analogs of unsupervised learning 

(though see, McMurray, Horst, & Samuelson, 2012; Yu & Ballard, 2007; Yu & Smith, 

2012). Instead, many rely on some form of supervised learning. Regier’s (2005) exemplar 

model of word learning, for example, utilizes a formal error-driven teaching signal to 

train the model (see also, Schafer & Mareschal, 2001). This choice is justified by 

commenting that this learning rule is associative, and thus is appropriate for modeling 

associative forms of word learning. Other classes of associative models endorse 

unsupervised learning, but use training regimes that highly constrain the associations that 

can form; many such models only present a single stimulus at a time, eliminating any 

forms of referential ambiguity during training (e.g., Gliozzi et al., 2009; Mayor & 

Plunkett, 2007). Although these models rely on unsupervised learning rules, this 

presentation format provides a form of soft feedback for the model, as the word-referent 

mappings are always unambiguous. This single-object/single-referent presentation is 

quite distinct from the word learning situation that most engenders theories of 

unsupervised associative learning: discovering word meanings across instances, when 

many possible referents are available.  

There have been few true forays into studying word learning as a truly 

unsupervised associative process. A notable exception is work on cross-situational word 

learning (K. Smith et al., 2011; Yu & Smith, 2007, 2010). In this task, learners are 

predicted to rely on unsupervised associations across trials in order to learn accurate 

word-referent mappings (though they may also be using some form of prediction). 

Because several potential referents are available in any display, the learner has to track 

several word-referent pairings in parallel throughout many instances of hearing the word 

identified. The learner never receives an error signal to correct her mapping, but instead 

forms this though associating whichever referents are present when a word-form is 

encountered (though see, Medina et al., 2011; Trueswell et al., 2013). Formal models of 

this word learning task show that this form of learning is accommodated nicely by 
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models that rely solely on co-occurrence to form associative links (Frank, Goodman, & 

Tenenbaum, 2009; McMurray et al., 2012; Yu & Smith, 2012). 

Unsupervised learning is often implemented using a mechanism analogous to 

Hebbian learning between neurons (McMurray et al., 2012; Munakata & O’Reilly, 2003; 

O’Reilly, 2001). In Hebbian learning, neurons that are coactive augment their connection 

strength, and those whose activation is in antiphase decrement this strength. This 

implements a form of unsupervised associative learning, wherein the learner strengthens 

connections between co-present stimuli or representations. As such, unsupervised 

associative word learning could be thought of as a form of Hebbian learning, where the 

neurons being linked represent lexical or referential information (and where the learning 

is between populations of neurons rather than individual neurons).  

However, temporal processing dynamics may complicate this link; Hebbian 

learning does not have a built-in signal for when to learn, so learning may occur 

throughout an event. Most models of word learning that suggest unsupervised learning 

have not attempted to capture the temporal dynamics of the learning event. Instead, 

models typically make the simplifying assumption that a single word-form is fully 

activated throughout the learning trial, and that this post-competition representation of the 

word-form is mapped onto a post-competition representation of the referent. Yet if 

learning if learning is truly Hebbian, it begins well before competition completes. This 

means that multiple word-forms in parallel would be mapped to the referent to varying 

degrees.  

Prior models of word learning ignore the temporal dynamics of lexical activation 

because this falls outside the purview of investigation; the McMurray et al (2012) study 

was concerned with how learners deal with referential ambiguity in the visual scene and 

the capacity for simple mechanisms like competition to account for complex behaviors, 

so using representations of auditory information that match those in processing was 

unnecessary. However, these temporal dynamics may prove quite meaningful in how 
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learning proceeds. Adding such dynamics to an unsupervised learning system could alter 

the way that mappings are formed during word learning.  

Whereas supervised learning offers a signal for when to initiate learning, 

unsupervised systems have no such explicit signal; there is no feedback telling the learner 

that the learning instance is complete, nor a particular time when the learner can test their 

prediction. Instead, learning can occur at any time during processing. A pure 

interpretation of associative learning as a Hebbian process suggests that learning should 

occur whenever information is available to associate. This would suggest that if a referent 

is available during periods of lexical competition, learning would nonetheless commence. 

This would lead to learning occurring while multiple words are active. Thus unsupervised 

associative word learning might interact strongly with lexical processing dynamics. 

1.4 Summary and predictions 

Word recognition involves protracted periods of competition, with many words 

active throughout this process. The listener utilizes acoustic information as soon as it is 

received, and continuously updates lexical activations to reflect incoming information. 

These processes occur automatically on the basis of acoustic-phonetic match between the 

signal and word-forms known by the listener and result in multiple candidate words being 

activate for brief periods during spoken word recognition. During learning, these same 

processes of parallel activation and competition are likely to play out (and perhaps be 

enhanced, as the word-forms are more novel). If learning occurs before this competition 

is resolved, the learner may form spurious associations between the referent and these 

parallel-active word-forms. 

The form of learning dictates whether such online processing effects on learning 

should occur. If learning operates through explicit word-learning constraints, such effects 

are unlikely; these theories suggest that learning operates by activating a single word-

form, then using constraints to determine what referents this word-form could represent. 
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Additionally, these theories argue that learning occurs at a single time per learning event, 

rather than continuously updating throughout the learning event. However, if learning is 

more implicit, reliant on unsupervised associative mechanisms, the learner need not 

necessarily resolve competition to identify a single word-form to perform learning; 

learning may use repeated updates throughout the course of processing. 

Within associative accounts, supervision may eliminate learning during periods of 

competition. When a supervisory signal is given, this offers a specific time at which to 

update representations. Typically, this signal occurs after stimulus processing is 

complete; in order to make a response and garner feedback, the learner has to resolve 

much of the competition. As such, supervised associative learning predicts little influence 

of real-time lexical activation processes on learning. Yet unsupervised learning requires 

no such signal for when to learn; an unsupervised associative word learner could begin 

forming mappings during periods of lexical competition, when several word-forms are 

active to varying degrees, and then update these mappings throughout the event. Such 

learning would lead to associations between referents and competing word-forms. 

By creating a situation which encourages unsupervised associative learning of 

novel words, the experiments in this dissertation aim to test whether unsupervised 

learning does indeed occur continuously in time. Evidence of the formation of parallel 

associations during learning would indicate that this form of learning does not rely on 

processes that signal when competition has resolved in order to begin learning. This 

would deepen understanding of how learning proceeds in cases when stimulus 

recognition processes are temporally extended. Simultaneously, this would provide 

evidence that word learning can occur using unsupervised associative learning. Given 

that I will be studying word learning in adults, this runs counter to theories that as 

learners become more experienced, they cease relying on associative mechanisms to 

acquire word-referent mappings (Golinkoff & Hirsh-Pasek, 2006; Waxman & Gelman, 

2009), and it supports implicit, associative theories of word learning (Apfelbaum & 
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McMurray, 2011; McMurray et al., 2012; Yu & Smith, 2007) rather than hypothesis 

testing approaches (Medina et al., 2011; Trueswell et al., 2013).   

1.5 Relevant studies 

Although no studies have directly investigated how real-time processing 

dynamics interact with word learning, several studies focus on related issues. Many word 

learning studies are concerned with how lexical competition affects the ability for 

learners to acquire word-referent mappings, although this competition has not been 

considered in its real-time form, nor has it been used to investigate the possibility that it 

gives rise to erroneous associations. Similarly, the speed with which people at different 

ages can access lexical representations and resolve competition has received considerable 

attention, although never with respect to how this affects the way that new lexical entries 

are formed. The literature thus suggests that studies of the interface between lexical 

processing and word learning are of interest and as yet undone. 

1.5.1 Competition and word learning 

Competition between similar word-forms is a central issue in studies of word 

learning and lexical processing. Many studies of word learning focus on the ability of 

young infants to learn new word-forms that differ minimally (Mani & Plunkett, 2010; 

Pater, Stager, & Werker, 2004; Rost & McMurray, 2010; Swingley & Aslin, 2000; 

Thiessen, 2007; Werker, Fennell, Corcoran, & Stager, 2002); although infants are adept 

at discriminating the sounds of their native language, competition between overlapping 

word-forms impacts their capacity to learn some words. 

The Lexical Restructuring Model (LRM) suggests that such competition between 

similar word-forms is essential to help children master their native language phonology 

and become more adept word learners (Charles-Luce & Luce, 1990, 1995; Metsala & 

Walley, 1998; Walley, Metsala, & Garlock, 2003; though see, Swingley & Aslin, 2002). 

As learners develop more comprehensive lexica, they also develop a need to represent 
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words more precisely. In this way, phonological competition serves as a tool to guide 

learning of the phonological structure of a language. 

Competition continues to affect the ease with which new words are learned, even 

into adulthood (Storkel, Armbrüster, & Hogan, 2006). Yurovsky and colleagues 

conducted a comprehensive analysis on how and when competition affects word learning 

in unsupervised learning situations for adults learning new words (Yurovsky et al., in 

press). They showed that at both global and local levels, competition between words 

makes it more difficult for learners to form appropriate word-referent mappings. When 

multiple word-forms compete for mappings with the same referent, learners are able to 

form parallel mappings, but these mappings are less robust than mappings without 

competition. 

Computational models of word learning rely on competition as a key feature to 

demonstrate empirical patterns of learning. Gliozzi and colleagues’ self-organizing map 

model of word learning relies on competition to exhibit learning after only a few trials 

(Gliozzi et al., 2009), whereas many models without competition are incapable of 

showing such fast learning (e.g., Westermann & Mareschal, 2004; see, McMurray et al., 

2012 for simulations demonstrating the need for competition to show fast mapping). In a 

dynamic model that accommodates a range of learning phenomena, McMurray, Horst 

and Samuelson (2012) used competitive processes to show why learners show different 

types of knowledge depending on task (see also, Samuelson, Schutte, & Horst, 2009), and 

why their behavior in the moment often conflicts with their long-term learning. 

Competition thus plays a central role in models of word learning, suggesting that it is a 

criterial component of natural word learning systems. 

Although these studies clearly demonstrate that lexical competition impacts word 

learning, they investigate competition across the word-form, in a more global fashion. 

For example, the neighborhood effects that are central to the LRM rely on competition 

metrics that compare the complete word-form in a position-invariant way to other words 
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in the lexicon (Charles-Luce & Luce, 1990, 1995; Metsala & Walley, 1998; Walley et al., 

2003). This approach disregards the temporal dynamics of competition, as the more 

global competition metrics are sufficient to answer the relevant research questions. Yet 

competition processes during lexical access are dynamic, and the timecourse of this 

competition could affect learning. That is, the way that processing dynamics play out 

within a learning event could alter the information that is encoded during this event. 

1.5.2 Real-time processing in children 

Early childhood marks a time of remarkable word learning, with children rapidly 

increasing the size of the lexica (Ganger & Brent, 2004). During this period of massive 

word learning, real-time processing abilities are maturing; the second year of life shows 

impressive changes in the speed of lexical processing (Fernald, Pinto, Swingley, 

Weinberg, & McRoberts, 1998), and lexical competition effects are quite strong at this 

age (Stager & Werker, 1997; Swingley & Aslin, 2007; Swingley, 2009); although 

children activate words more slowly, they still show incremental processing and parallel 

activation (Swingley, 2009). Throughout childhood, children exhibit difficulty with 

competition and inhibition, in both language and non-language tasks (Cepeda & 

Munakata, 2007; Munakata, Snyder, & Chatham, 2012). As such, real-time processing 

dynamics are likely quite complex during periods when many words are learned. 

However, the ramifications of these real-time processing differences have not 

been explored in terms of learning. Although a few studies have investigated the degree 

of lexical competition effects on word learning (Hoover, Storkel, & Hogan, 2010; 

Storkel, 2001, 2002), these studies have ignored temporal processes within individual 

trials. Whereas these studies offer important insight into how phonological overlap across 

the lexicon affects word learning, they offer no headway into understanding whether the 

processes to cope with this competition during online processing impinge on the 

representations formed during learning. 
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Research directly investigating the temporal dynamics of perceptual processing 

and their interactions with learning are thus necessary to more fully explore the process 

of learning new words. These studies can provide a means to understand how learning 

systems cope with ongoing online processing, to determine whether learning is 

continuous across time or if instead it waits until competition resolves. Such research 

simultaneously investigates the nature of word learning more specifically, uncovering the 

forms of learning that allow learners to build word-referent mappings. 

1.6 Outline of the dissertation 

This dissertation explores how unsupervised word learning interacts with lexical 

processing dynamics. Unsupervised learning is relied upon as this is the form of learning 

that offers the clearest predictions of real-time influences of perceptual processes on the 

representations that are learned. Thus unsupervised word learning offers a potential 

window into understanding unsupervised learning more generally. The following chapter 

details a novel paradigm designed to assess how learning occurs within unsupervised 

word learning trials. This is followed by several experiments investigating how changes 

to the time at which stimuli are presented affect the way that words are learned. These 

experiments demonstrate that when unsupervised learning is encouraged, learners begin 

forming associations during periods of lexical competition. However, such learning is 

complicated by the complex interactions of auditory and visual processing across time. 

Other forms of learning are then investigated to demonstrate that spurious associations 

are more likely to form in instances when unsupervised learning is encouraged. The 

results of these studies are then summarized to highlight the value of this initial foray into 

questions of how perceptual processes impact the learning system, and future directions 

are suggested. 
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CHAPTER 2 

PREDICTIONS, LOGIC AND GENERAL METHODS 

2.1 Timing in unsupervised learning 

The different approaches to unsupervised associative word learning predict 

different influences of real-time processing on the learned lexical representations. This 

section briefly reviews the different forms of unsupervised associative learning, and 

details how these approaches handle processing dynamics. A paradigm for investigating 

this experimentally is then described, including the logic behind several implementational 

details. 

How the dynamics of lexical competition interact with learning depends critically 

on when learning occurs. Inferential approaches (e.g., the constraint approach) to word 

learning seem to require some signal that competition is complete before learning begins. 

Such a signal would ensure that the learner forms more appropriate mappings between 

those items that win competition, without the formation of spurious associations during 

periods of lexical ambiguity. Similarly, supervised associative learning must wait until a 

response can be made and feedback received (and in the meantime, allowing competition 

to resolve) in order to update learned mappings. Such approaches predict that the 

dynamics of lexical competition have little effect on how words are learned.  

Unsupervised learning could accommodate either learning that waits until 

competition resolves or more learning that is more continuous in time. It may be possible 

to gate learning using some monitor of ongoing competition in order to signal when 

learning should begin. Such a monitor may predict little effect of lexical dynamics on 

learning. In contrast, particularly in unsupervised learning, it may be more parsimonious 

to eschew such a signal, instead forming associations whenever two representations are 

active. This simpler learning approach predicts that word learning will initiate as soon as 

any word-forms are coactive with potential referents. Thus if a referent is present during 
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lexical competition, the parallel-activated word-forms can all be mapped immediately to 

the referent. Not only would the correct word-referent mapping be formed, but spurious 

competitor-referent pairings would also surface. Whereas the predictions of inferential 

and supervised learning are somewhat clear, in the next sections, I discuss the various 

possibilities raised by unsupervised learning. 

2.1.1 Unsupervised learning with a competition monitor 

A competition monitor could effectively aid the unsupervised learning system in 

avoiding spurious associations during parallel activation. Such a monitor needs to track 

when competition is ongoing in order to signal when an appropriate association can be 

formed. Although more complex than simply associating any coactive representations, 

fairly simple processing mechanisms could accomplish such monitoring. For example, 

dynamic neural field models of cognitive processes often rely on activation exceeding 

some threshold1 to gate information between levels of representation (Samuelson, Smith, 

Perry, & Spencer, 2011; Samuelson et al., 2009; Schutte, Spencer, & Schöner, 2003). 

With a given threshold, the model does not pass any information to the successive level 

until enough activation accumulates to surpass this threshold. Although such thresholding 

creates non-linear dynamics in how the model processes information, it does so without 

using additional machinery.  

A threshold could likewise gate learning to occur only when competition is 

resolved. Although multiple word-forms are active in parallel throughout the lexical 

activation process, these activations typically remain fairly weak until sufficient 

information is available to unambiguously identify the word (Allopenna et al., 1998; 

McClelland & Elman, 1986). As competition continues, the word-forms that are most 

consistent with the acoustic signal become more strongly activated while the 

1 These thresholds need not be discrete; more graded thresholds that gate learning in proportion 
to the degree of competition could produce similar effects.  

                                                 



www.manaraa.com

34 
 

mismatching forms are suppressed. This typically leads to a “winner” of the competition 

receiving a high activation value at the expense of the competing forms (McMurray et al., 

2012; Samuelson et al., 2011; see also, Zénon, Hamed, Duhamel, & Olivier, 2009). Such 

competition is consistent with competitive processes between neural activations in the 

brain (Pauli & O’Reilly, 2008). If word learning relies on an activation threshold, these 

competitive processes could ensure that no learning proceeds until some representation 

has a sufficiently high level of activation. This would block learning of weakly-activated 

competitors early in lexical access, and thereby efficiently cope with the temporal 

dynamics of word recognition.  

An alternative form of learning gate might be a more explicit monitor of the 

global activation state, such as a measure of entropy in the word recognition system. 

When many words are active to varying degrees, the system is in a state of high entropy. 

As competition continues, this entropy decreases until one word dominates activation, 

and the system is relatively stable. By tracking when the system becomes more stable and 

then initiating learning, the learner can avoid forming spurious associations during 

periods of competition. Measures of entropy are a common facet of computational 

models (e.g., Griffiths, Steyvers, & Tenenbaum, 2007; Harm & Seidenberg, 1999; 

Kachergis, Yu, & Shiffrin, 2012b; Zhu, Rogers, Qian, & Kalish, 2007). Entropy thus 

could offer a simple solution to issues of dynamic processes during word learning.  More 

broadly, the learning rule itself could be sensitive to some global measure of the state of 

the system, and rely on this measure to determine when the system is ready to learn. 

2.1.2 Unsupervised learning without a competition monitor 

Although simple adjustments to unsupervised learning systems can provide ways 

to gate learning until competition resolves, there is no empirical evidence detailing 

whether such gates are used when learning words (or any other type of stimulus). 

Without such gates, alternative associations are likely to form during unsupervised word 
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learning. No studies have investigated the presence of such associations, leaving the form 

that unsupervised learning takes an open empirical question. 

Without some form of competition monitor, unsupervised learning would occur 

continuously, whenever representations are active. Indeed, in some computational models 

utilizing unsupervised learning rules, learning occurs repeatedly throughout a trial, with 

weights constantly being updated to reflect changes in the activation structure of the 

system (e.g., McMurray et al., 2012). Such models rely on a pure form of Hebbian 

associative learning, where learning is an automatic process without any specialized 

information specifying when to form or augment associations. Such an ungated form of 

unsupervised word learning would result in learning occurring throughout the lexical 

activation process, with associations forming while multiple word-forms are active. This 

would result in associations between a referent and the phonological competitors of that 

referent’s correct word-form. For example, when first learning the name of the small 

Pacific island nation “Vanuatu,” coactivation of words like “vanity” and “vanguard” may 

lead to small associations between these words and the island. 

Research investigating whether learners form associations for referents with both 

correct and competing word-forms could thus offer insight into the nature of word 

learning, as well as the timing properties of unsupervised learning more generally. Lack 

of evidence of spurious associations would argue that learners either do not rely on 

unsupervised associative learning to learn new words, or that this learning is buttressed 

with some form of additional monitoring to gate when learning occurs. Evidence for 

associations formed during periods of lexical competition would support an unsupervised 

learning account of word learning, and it would argue that unsupervised learning systems 

are closely coupled to the dynamics present in the domain being learned, with learning 

occurring continuously in time. This would reinforce the parallels between Hebbian 

neural learning and unsupervised associative learning, as it would provide evidence that 

this form of learning is a matter of linking together any coactive representations. It would 
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also provide counterevidence against explicit hypothesis testing theories of word learning 

(Medina et al., 2011; Trueswell et al., 2013), as these theories posit that only a single 

word-form is associated with a referent at a time. By determining whether spurious 

associations form during lexical competition, we can thus develop a deeper understanding 

of both learning in general and word learning more specifically.  

2.2 General methods 

In order to gauge whether learners begin forming word-referent mappings during 

periods of lexical competition, we need a paradigm that manipulates when learning can 

occur. In cases where referents are available throughout word recognition, learners have 

the opportunity to begin forming associations immediately, while multiple word-forms 

are active. However, if the referents are withheld until after competition has resolved, 

associations can not be formed between the (now-suppressed) competing word-forms and 

the referent; once the learner identifies that the word being heard is “Vanuatu” and not 

“vanguard,” she can unambiguously map this form onto the referent. Whereas explicit 

learning and gated unsupervised learning theories predict no difference between these 

two forms of learning, ungated unsupervised learning predicts that the former case should 

result in the formation of spurious associations. 

The experiments in this dissertation manipulate the relative timing of auditory 

word-forms and visual referents in an artificial language learning task with adults. The 

paradigm is designed to determine whether there is evidence of spurious associations in 

situations that encourage learning during ongoing competition. To this end, adults are 

taught a new set of words that are designed to elicit coactivation and competition during 

lexical access (using phonological overlap between the novel words; e.g. goba and gonu). 

After performing a phoneme monitoring task to become familiar with the phonological 

form of these words, the learners complete cross-situational learning trials to determine 

the word-referent mappings. During these cross-situational trials, referents are presented 
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either concurrently with the word-forms (while competition is unfolding) or after a delay 

(after competition is resolved). After learning, participants are tested using the visual 

world paradigm (VWP) to determine whether spurious associations have formed with 

competing word-forms. In this section, I describe the general methods used by all of the 

studies (that roughly follow this logic). These choices are justified below to explain how 

this design allows learning of parallel associations, how the timing manipulation is 

predicted to affect learning, and how the presence of spurious associations can be 

measured. 

2.2.1 Studying word learning in adults 

Although much word learning occurs in early childhood, the experiments detailed 

in this dissertation focus on novel word learning in adults. These experiments use 

artificial lexica to train adults on a new set of words (e.g., Magnuson, Tanenhaus, Aslin, 

& Dahan, 2003; White, Yee, Blumstein, & Morgan, 2013). Word learning in adults may 

rely on different mechanisms than learning in childhood (Metsala & Walley, 1998; 

Storkel, 2002; Walley et al., 2003); as the lexicon becomes more densely populated, new 

processes may take over the learning process. Whereas early word learning appears to 

rely on very simple associations between acoustic and visual information, more 

sophisticated word learners may use more complex learning machinery (Golinkoff & 

Hirsh-Pasek, 2006; Namy, 2012), although this additional machinery may still rely 

heavily on associative principles. However, such complex machinery predicts little 

influence of processing dynamics on learning, as described in Chapter 1. The goals of this 

study are not to investigate the developmental trajectory of word learning, nor to provide 

a detailed description of natural word learning. Instead, this dissertation aims to uncover 

more basic characteristics of the word learning system as a method to investigate learning 

more generally. Adults provide a useful experimental population, as they allow relatively 

direct investigation of knowledge using more sophisticated tasks that may be required to 
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view the subtle consequences of the spurious associations. Further, this population can 

more readily handle learning a number of similar word-forms in parallel, as well as 

completing protracted experimental sessions. 

Using novel words allows precise control of stimulus characteristics, which 

avoids concerns about past experience with the words. Although the question of how 

parallel activation of known words interacts with learning of new words is quite 

interesting, it is outside the scope of this dissertation. Instead, these experiments utilize 

stimuli that are designed to elicit competition primarily with each other, so that 

differences in learning as a function of timing are more apparent. 

2.2.2 Cross-situational learning 

In order to train learners on the word-referent mappings, this dissertation relies on 

cross-situational learning (K. Smith et al., 2011; Yu & Smith, 2007, 2010; Yurovsky et 

al., in press). Cross-situational learning operates by presenting the learner with a label in 

the presence of several possible referents. This mimics natural word learning 

environments, where countless visual stimuli are available upon hearing a referent. 

Crucially, the learner can not definitively identify the correct referent given this trial 

alone. However, the auditory-visual pairings are informative across trials; whenever a 

given label is heard, its corresponding referent is present. Thus, by tracking the co-

occurrence statistics of words and referents across trials, the learner can determine which 

referents are consistently present when hearing specific words. Rather than learning 

occurring through a single exposure, it spans many instances of word-referent pairings. 

This form of learning offers several benefits in studying the temporal dynamics of 

unsupervised word learning. First and foremost, cross-situational learning most clearly 

instantiates pure unsupervised learning (though see, Medina et al., 2011; Trueswell et al., 

2013), the only form of learning in which may predict the temporal dynamics of 

processing to matter. Second, cross-situational learning is often conducted in an entirely 



www.manaraa.com

39 
 

passive manner (Yu & Smith, 2007); the learner simply looks at the display and listens, 

without making overt responses. This allows for precise control of trial timing, so that the 

relative onsets and offsets of the visual and auditory information are precisely known. 

Adding a response complicates issues of timing and potentially changes the mechanism 

of learning (learners may use the time of a response as an explicit cue for when to form 

associations, or it may force them to resolve competition more discretely than they 

normally would). Most of the experiments in this dissertation use a passive learning 

regime; however, Experiment 5 investigates the role that responding might play in this 

form of learning. Third, cross-situational learning is conceptualized as a pure form of 

associative learning by most researchers (though see, Medina et al., 2011; Trueswell et 

al., 2013). This provides confidence that this learning task provides a viable environment 

for continuous unsupervised associative learning. Finally, cross-situational learning 

entails repeated exposures to word-referent pairings. If learners are forming word-

referent mappings on the basis of unsupervised associative learning, additional trials 

should strengthen these associations, providing a greater likelihood of detecting spurious 

associations despite more dominant correct mappings. 

The nature of the cross-situational learning in this dissertation differed in several 

ways from many previous cross-situational learning studies. First, in Yu and Smith’s 

(2007) methods, every word on each display is named, although the order of naming is 

random. This decreases the overall number of trials needed to learn, but also makes 

control of visual-auditory timing more complex. In this dissertation, only one auditory 

stimulus is played per trial. Second, the number of alternatives on the display varies 

widely between different cross-situational studies. Yu and Smith (2007) investigated this 

and showed that even with six items displayed at once, participants show above-chance 

performance at test, signaling at least some learning. We present only two pictures at a 

time, as we are interested in performance for words that are learned quite well, and we 

rely on a measure of associations that only utilizes trials with correct responses (see 
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section 2.2.5). Pilot work showed that including more than two objects per trial resulted 

in much poorer learning. Third, although the majority of training trials were passive 

cross-situational learning trials, interim trials were interspersed throughout training, in 

which participants had to make some form of response. The nature of these interim trials 

varied between experiments, but their motivations were consistent: to keep participants 

engaged in the task and to offer some measure of the speed of learning during training. 

Finally, in our displays, the referent of the competitor word-form was never present in the 

display. This ensured that any associations between the competitor and the referent arose 

solely from co-activation, not from actual co-occurrence between these forms and their 

referents. 

2.2.3 Altering the timing of learning 

To determine whether learning is occurring continuously throughout real-time 

processing, we need a task that allows control over when associations are formed. By 

manipulating whether referents are available during periods of temporal ambiguity, we 

can either allow or disallow the formation of links with coactivated word-forms. 

Throughout the experiments in this dissertation, we accomplish this by manipulating the 

relative timing of visual and auditory information in word learning trials. For 

synchronous presentation, the visual and auditory stimuli are presented simultaneously 

(Figure 2-1A). This presentation format provides referents to map word-forms onto 

throughout the lexical activation process. For delay presentation, the visual stimuli are 

withheld until the end of the auditory word-form (Figure 2-1B); learners thus have ample 

time to suppress competitor activation before they can begin forming associations. If 

learning occurs immediately when visual and auditory stimuli are available, the 

synchronous presentation should elicit interference from competing word-forms, whereas 

the delay presentation should not show such interference. If learning waits until 

competition resolves, the change in timing should not yield differences in interference  
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Figure 2-1: Schematic of the trial structure used throughout the dissertation. A) 
Synchronous presentation of auditory and visual information. B) Delay presentation, with 
auditory preceding visual information. 

 
 
 

from competing word-forms; in both cases, the learner will wait until competitors are 

suppressed before learning.  

2.2.4 Ensuring parallel activation during learning 

In order build spurious associations during lexical activation, alternative word-

forms must be coactivated when hearing a word. Ample research shows that phonological 

overlap elicits such parallel activation (Allopenna et al., 1998; Magnuson et al., 2007; 

Marslen-Wilson, 1987; McMurray et al., 2008; Vitevitch, Luce, Pisoni, & Auer, 1999), 

even if the overlap is at different positions within the word (Toscano et al., 2013). This 

coactivation appears to be strongest when the words overlap at onset (Allopenna et al., 

1998; Marslen-Wilson & Zwitserlood, 1989; Marslen-Wilson, 1987; Zwitserlood, 1989); 

this is likely due to the temporary ambiguity created by onset-overlap: when you have 

only heard sand- there is no way to know whether the word is sandal or sandwich. 

Competitor activation is increased when the different phonemes are more featurally 

time

Trial 1 Trial 2

time

Trial 1A B
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similar (Andruski et al., 1994; White & Morgan, 2008; White et al., 2013); the nonword 

gat elicits stronger activation of the word cat than does the nonword wat. 

In order to ensure parallel activation in the experiments in this dissertation, 

participants in all studies were taught a set of novel words which included substantial 

overlap. Depending on the experiment and the question being asked, this overlap 

occurred at different points in the word, and the amount of overlap (both in terms of 

number of shared phonemes and number of features for unshared phonemes) varied. By 

using other words that are trained in parallel as the competitor stimuli, concerns about 

past experience, degree of knowledge and past frequency are eliminated. 

However, for words to be activated in parallel, the listener must have access to 

some representation of the word-forms. In a novel word learning experiment, this means 

that the learner must know the form of words that are available to be mapped to the 

referents. To some extent, this can emerge across trials, as learners begin to learn the set 

of words. However, such across-trial learning leads to minimal coactivation of competing 

word-forms in the earliest learning trials. As these trials are critical to initial formation of 

associations, lack of parallel activation in such trials may mask effects of learning during 

coactivation. Additionally, as some words are learned, mutual exclusivity biases (whether 

explicit or implicit) serve to limit the amount that related word-forms are considered 

when learning the names of stimuli (Kachergis, Yu, & Shiffrin, 2012a; Markman, 1990). 

Although repeated exposure can overcome such biases (Kachergis et al., 2012; Yurovsky 

et al., in press), it is unclear whether known word-forms that are never encountered in the 

experiment would ever be considered. Thus, it seemed important to establish enough 

knowledge of the word forms to create parallel activation of competing words before any 

meanings are presented, as this maximizes the likelihood that both words are fully 

activated during learning trials. 

To ensure parallel activation even during the earliest word learning trials, 

participants completed a phoneme monitoring task with all words used in the experiment 
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before beginning the word-referent learning phase of the experiment. Phoneme 

monitoring does not require any access to word meaning, but it still elicits learning of the 

phonological word-form, such that this word-form becomes integrated in the lexicon 

(Dumay & Gaskell, 2007; Gaskell & Dumay, 2003; Kapnoula, Gupta, Packard, & 

McMurray, submitted; Lindsay & Gaskell, 2013). Through repeated exposure in 

phoneme monitoring, learners acquire representations of the phonological word-forms, 

allowing parallel activation to emerge from the earliest training trials. 

2.2.5 Measuring spurious associations with competing word-forms  

In determining whether the timing manipulations affect learning, this dissertation 

relies on online measures of parallel associations in instances when learners are highly 

accurate at using word-referent mappings. Although timing may impact the facility with 

which learners acquire these mappings, identifying parallel associations with competing 

word-forms provides more comprehensive evidence of learning throughout lexical 

processing. We focus primarily on cases when the words are learned quite effectively, 

and investigate the degree to which competitors are considered when the correct referent 

is identified. This also helps control for changes in target-referent associations as we 

investigate differences in competitor-referent associations.  

Measuring whether the learner has formed associations between referents and 

phonologically-related word-forms requires a task that demonstrates competition in word 

recognition performance. If these spurious associations have formed, the learner should 

show enhanced consideration of competitor words. Eye-tracking in the visual world 

paradigm (VWP; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995) allow 

detection of quite subtle activation for competitors during lexical processing (e.g., Dahan, 

Magnuson, Tanenhaus, & Hogan, 2001; Magnuson et al., 2007; Salverda et al., 2006; 

Toscano & McMurray, 2012). This method is very sensitive to stimulus timing, allowing 

detection of competition throughout lexical processing. 
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The learning paradigms used in this dissertation emphasize the formation of 

spurious associations with word-forms that overlap phonologically. For example, we 

predict that both gonu and goba may be associated with the referent of gonu, even though 

goba was never heard in the presence of that object. This is because when hearing go- in 

gonu, goba will be partially active in the presence of that referent. 

Online word recognition processes cause words with such overlap to demonstrate 

competitor effects in VWP experiments (Allopenna et al., 1998; Dahan, Magnuson, & 

Tanenhaus, 2001; Magnuson et al., 2007; McMurray et al., 2008), even without positing 

the formation of extraneous associations. This competition arises because of temporal 

ambiguity in the speech signal, and occurs even if competitor word-forms are not present 

in the display (Dahan, Magnuson, Tanenhaus, et al., 2001; Magnuson et al., 2007). As 

such, the presence of competition on its own is not evidence of associations between a 

referent and its competing word-form. Instead, we look for changes in the degree of 

competitor effects. If continuous encoding leads to the formation of spurious 

associations, phonological competitors should show greater competition during word 

recognition. In the experiments in this dissertation, we use competitor effects in the delay 

condition as a baseline measure of online competition. Additional competitor effects 

beyond this baseline are taken as evidence of associative links between the referent and 

the competitor word-form.  

2.2.6 Multiple exemplar training 

Listeners are adept at encoding not just the phonological form of words, but also 

variable surface forms. They are most accurate at recognizing words as familiar if trained 

and tested in the same voice and at the same speaking rate (Bradlow, Nygaard, & Pisoni, 

1999). Listeners appear to encode sub-categorical information into long-term lexical 

representations (Goldinger, 1998; Hawkins, 2003; Ju & Luce, 2006; Pierrehumbert, 

2003). This form of exemplar learning is also apparent when forming new lexical entries; 
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Creel and colleagues founds that when taught an artificial lexicon, participants were most 

accurate when tested on words presented in the same voice as in training (Creel et al., 

2008). Rather than processing words solely based on abstract phonological structure, 

listeners use several indexical and other non-criterial features of the words. 

When teaching a learner a novel word, repeating the exact token of the word may 

lead surface characteristics of the word to be included in its stored representation, as 

these sources of variability occur consistently with the referent (as in infants; Apfelbaum 

& McMurray, 2011). Differences in the surface form between phonological competitors 

may reduce the degree to which learners activate these competitors, as information is 

present in the signal to disambiguate the words more rapidly. For example, if one 

member of a pair of cohort competitors has a higher pitch than the other, the learner can 

identify which word she is hearing well before disambiguating phonological information 

is encountered, and can thus quite quickly suppress competition. This would lead to 

depressed competitor effects throughout processing. 

In pilot work for this dissertation, we found that single-exemplar training of this 

sort weakened competitor effects. To combat this concern of exemplar-specific learning, 

the experiments in this dissertation all included several exemplars of every word. This 

reduces the ability for learners to memorize the superficial acoustic properties of words 

so that competitors are more likely to become active during lexical processing. 

Additionally, the exemplars used at test differed from those used during training, so that 

learners were unable to rely on surface information to recognize the words, but instead 

had to rely on more abstract phonological representations. 

2.3 Description of included experiments and simulations 

The experiments in this dissertation provide a detailed analysis of the conditions 

under which learners form associations during periods of lexical competition. 

Experiment 1 uses the methods above to determine whether displaying visual referents 
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from the onset of auditory presentation leads learners to show larger interference from 

phonological competitors at test. Experiment 2 explores the effect of providing 

additional processing time at the offset of the auditory word. Specifically, this experiment 

investigates whether enhanced interference from simultaneous auditory-visual 

presentation is mediated by additional learning that occurs after competition resolves. 

Experiment 3 manipulates timing quite differently; in this experiment, visual stimuli are 

present well before the onset of auditory information. This design controls for overall 

trial duration without providing additional processing time after lexical competition 

resolves; it also allows visual processing to affect auditory activations before any word is 

heard. 

Experiment 4 asks whether changes in representations are possible within-

participants when only some of the words use a simultaneous presentation format. This 

strengthens the argument that changes in learning are a result of online processes during 

specific learning trials affecting the representations that are formed. Finally, Experiment 

5 contrasts alternate types of learning to determine what aspects of training are necessary 

to see evidence of continuous encoding. Specifically, this experiment contrasts 

unsupervised learning in which learners make a response on every trial (active 

unsupervised learning) with supervised learning, in which feedback is provided after 

each response. This experiment provides insight into the role that making explicit 

responses plays in the timing of learning, as well as into how receiving a feedback signal 

affects the representations that are formed. 

The results across the experiments are then situated in the current literature on 

learning in general and word learning in particular. This discussion details the 

contributions that these experiments make for understanding the principles that underlie 

the learning process and the value in considering domain-specific effects on general 

learning processes. Finally, limitations of the current experiments and necessary future 

directions are described. 
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2.4 Predictions 

Throughout the series of experiments in this dissertation, the primary question is 

whether changes in relative stimulus timing affect the representations that are formed. 

Forms of learning that argue that word learning relies on mapping post-competition 

word-forms to their referents predict little effect of stimulus timing; although these 

approaches might predict that some timing conditions might slow the speed with which 

learners acquire representations, they would predict that once learning is at ceiling, the 

associations that have formed should be quite similar regardless of timing during 

learning. These approaches thus predict that across the experiments, there should be no 

difference in the degree of interference at test between those training with synchronous 

presentation and those training with delay presentation. Similarly, these accounts predict 

that both the passive learning in the earlier studies and the more active (and supervised) 

learning of Experiment 5 should elicit similar representations; feedback is not needed to 

suppress spurious associations, as these forms of learning predict that no such 

associations form in the first place. 

Similarly, accounts of learning that suggest unsupervised learning is supported by 

competition monitors that gate when learning occurs predict little effect of the timing of 

auditory-visual presentation. Although synchronous presentation provides the opportunity 

to start learning during periods of lexical competition, the competition monitor delays 

learning until competition has resolved. This equates learning in cases with synchronous 

presentation to that of delay presentation, when the referents are not available until after 

competition has resolved. As in the explicit or supervised learning cases, these accounts 

of unsupervised learning also predict little change in interference at test from different 

forms of learning. Although they predict that feedback-driven learning is a fundamentally 

different process than that done in the passive learning cases, in both scenarios 

participants do not form spurious associations. 
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Finally, if word learning relies on unsupervised mechanisms that learn 

immediately, regardless of competition structure, learning in the synchronous case is 

predicted to exhibit enhanced competition over that in the delay case. When learners 

begin forming association, multiple word-forms are active, leading to associations 

between competing word-forms and the referent. At test, this would culminate in 

increased consideration of the referents of competing word-forms, as the target word-

form has become associated with these objects. This account of pure unsupervised word 

learning also predicts major differences when feedback is given; in this scenario, learning 

is no longer continuous in time, but instead relies on an error signal at a specified time in 

the trial to correct learned mappings. However, the case of active unsupervised learning 

is more nuanced; if this condition shows evidence of increased competition, it suggests 

that learning is not time-locked to response generation. If instead this condition shows no 

evidence of great interference during synchronous training, it suggests that learners use 

the representations formed during response generation as the basis of word-referent 

learning.  
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CHAPTER 3 

EXPERIMENT 1: EVIDENCE FOR CONTINUOUS LEARNING 

The framework I have presented thus far suggests that if an unsupervised learning 

system is used for learning novel words, the temporal dynamics of lexical processing may 

alter the course of learning. As the to-be-learned words are heard, multiple words 

consistent with the acoustic input are activated in parallel. If learners are building 

associations between words and meaning while these multiple word-forms are competing 

for recognition, associations could form between the appropriate word-form and its 

referent as well as between the competing words and the referent. These parallel 

associations would exacerbate online competition effects after the words are learned. 

Enhanced competitor effects in cases that encourage learning during parallel 

activation would thus be evidence of temporally-continuous learning during word 

recognition. Experiment 1 tests this prediction. It utilizes a design that allows some 

participants to start learning while lexical activation processes are ongoing, while others 

must wait to initiate learning (during which time lexical competition is predicted to 

resolve). Thus, this experiment provides a method for determining whether learners show 

evidence of forming spurious associations during parallel activation. 

3.1 Background 

This experiment set out to establish whether the representations formed during 

word learning are affected by temporal dynamics during word recognition. To this end, 

participants were taught a novel set of words with phonological overlap that encourages 

parallel activation during word recognition. By manipulating the relative timing of 

acoustic information and the visual referents during training, we provide some 

participants the opportunity to begin forming associations between words and objects 

before word recognition processes complete, whereas others are not afforded the chance 

to learn these mappings until competition has had time to resolve. Increased competition 
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during the VWP trials in the former group after learning would indicate that having the 

potential to learn words immediately leads learners to form both correct and spurious 

word-referent mappings. 

3.2 Methods 

3.2.1 Participants 

Fifty-seven participants from the University of Iowa community completed the 

study. Participants were paid $15 or received partial course credit for their participation. 

All participants self-reported normal hearing and normal or corrected-to-normal vision. 

Data from 46 participants were included in analyses: 23 participants from the 

synchronous condition, and 23 from the delay condition. An additional 11 participants 

were run but excluded from analysis due to low accuracy at test (below 75% correct on 

either the onset competitor or offset competitor words; nine participants total: six in the 

synchronous condition, three in the delay condition) or poor eye-tracking (2 participants). 

3.2.2 Design 

Participants were taught word-referent pairings for eight novel words; four of 

these words had phonological competitors in the set that overlapped at word onset, and 

four had phonological competitors that overlapped later in the word. The onset 

competitors should elicit early and strong coactivation, whereas the offset competitors 

should have weaker coactivation that occurs later during word recognition.  

Participants were first familiarized with the auditory word-forms through the 

phoneme monitoring task. This ensured that listeners would coactivate the overlapping 

word-forms during the referent learning portion of the task. During word-referent 

training, half of the participants learned the pairings with synchronous timing, in which 

auditory and visual stimuli were presented at the same time; the other participants learned 

with delay timing, in which visual stimuli appeared after auditory stimulus offset.  
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These word-referent training trials utilized cross-situational learning to teach 

participants the word-referent mappings. On each trial two visual stimuli were presented 

along with one auditory stimulus labeling one of the visual stimuli. The auditory stimulus 

always corresponded to one of the two referents. The alternative referent was never the 

phonological competitor of the target, to ensure that there was no basis in co-occurrence 

to form a spurious competitor-referent association. The alternative referent was drawn 

randomly from the other six items, giving an approximate co-occurrence rate of 1/6 with 

each foil referent. Participants made no responses during these learning trials. 

Intermittently during training, participants completed trials where a single visual stimulus 

was presented along with an auditory word, and they indicated whether this word was the 

appropriate label for the visual stimulus. These trials were included to ensure that 

participants maintained attention throughout the experiment. 

After training, participants were tested using the VWP. Four objects were 

presented on the monitor, including a target and its phonological competitor. An auditory 

stimulus was played, and participants clicked on the picture they thought matched this 

stimulus. Eye-movements were tracked to determine how much participants looked to 

both the target item and its phonological competitor, relative to the other, phonologically-

unrelated items on the screen.   

We included word pairs that overlapped at onset as well as those that overlapped 

at offset. This was done for two reasons. First, if all words have onset competitors but 

none have offset competitors, the word onsets become less informative about word 

identity; learners could attend solely to the second syllable of the words and learn all the 

words perfectly. Second, the differences in the timing of competition offer interesting 

predictions for how learning might change in a continuous-learning account. The 

different points of overlap lead to parallel activation at different points in the recognition 

process. This may lead to changes in the degree of spurious associations that are formed. 

Specifically, onset competitors may induce more pronounced spurious associations, as 
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these words exhibit very large competition effects, and they are likely quite well 

suppressed by word offset.  

3.2.3 Stimuli 

All participants learned a set of eight novel words mapped to images of novel 

objects. The word-object pairings were randomized for every participant. The visual 

stimuli were color photographs of objects that are hard to identify, excised from 

background context, and presented on a black background (See Figure 3.1) 

The auditory stimuli were two-syllable consonant-vowel-consonant-vowel 

(CVCV) words that adhered to the phonotactic rules of English, but do not have referents 

(Table 3-1). These words included two pairs of onset competitors, which shared the first 

CV, as well as two pairs of offset competitors, which shared the second CV. The same set 

of words was learned by participants in both timing conditions.  
 
 
 

Figure 3-1: Visual stimuli used in Experiments 1-3. 
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Table 3-1: Phonetic transcriptions of words taught to all participants in Experiments 1-4. 

Onset competitors Offset competitors 

busɑ bureɪ dʒɑfɑ meɪfɑ 
goʊnu goʊbɑ pɑtʃoʊ lutʃoʊ 
 
 
 

Auditory stimuli were recorded from a male native speaker of English in a sound-

treated room. The speaker produced approximately 35 exemplars of each word. These 

exemplars were then isolated in Praat (Boersma & Weenik, 2013), and the 26 clearest 

exemplars of each word were selected. These selected stimuli were adjusted so that they 

had consistent peak amplitudes, and 100 ms of silence was added to the beginning and 

end of each. 

3.2.4 Procedure  

The procedure was identical for all participants except for the timing of stimulus 

presentation during the training trials. All participants learned the same set of words and 

had identical trial structure during pre-exposure, interim testing trials and VWP trials. 

This ensured that differences between groups are due to changes that occurred during 

word-referent learning, as all other factors are the same between groups. An Eyelink II 

head-mounted eye-tracker was used to monitor fixations during the final portion of the 

experiment; subjects were calibrated before beginning the experiment, and completed a 

drift correct before the VWP trials to ensure that the track was still accurate. No eye-

movement data were collected during the other segments of the experiment. 

3.2.4.1 Pre-exposure 

Before beginning word-referent training, all participants were pre-exposed to the 

auditory word-forms several times. This pre-exposure was used to teach the participants 

the auditory word-forms, which encourages parallel activation of competing word-forms 
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from the earliest word-referent training trials. Before beginning the pre-exposure, 

participants were advised that the words heard during this portion of the experiment 

would later be used in the word-referent learning part of the experiment.  

During pre-exposure, participants completed a phoneme monitoring task. This 

task has proven effective for teaching the phonological form of words (Dumay & 

Gaskell, 2007; Gaskell & Dumay, 2003; Kapnoula, et al., submitted; Lindsay & Gaskell, 

2013). Participants heard words played over headphones and were instructed to press the 

spacebar if the word contained an “O” sound, and to do nothing if the word did not. Real-

word examples with this sound in various lexical positions were provided. Half of the 

words used in the study contained this sound, so participants had to make regular 

responses. If the participant pressed the spacebar after hearing the word, the trial ended 

immediately. If no spacebar press was registered within 2000 ms of the onset of the 

auditory stimulus, the trial ended (the longest word had an offset at 740 ms, ensuring 

plenty of time for participants to process the stimuli). There was a 500 ms inter-trial 

interval. Each word was played eight times during the pre-exposure block, in random 

order for a total of 64 trials. Each token heard during this phase was randomly chosen 

from the 26 exemplars for that stimulus. Overall, those participants whose data were 

included in the analysis were quite good at this task; they correctly identified 93% of 

tokens with “O” sounds, and had a false alarm rate just below 10%. 

3.2.4.2 Word-referent training 

After completing the pre-exposure phase, participants were told that the words 

they had been hearing during the phoneme monitoring task would now be paired with 

visual objects, and that their job was to determine which words went with which objects. 

These word-referent training trials used cross-situational learning to teach the word-

referent pairings (Yu & Smith, 2007). Although most prior cross-situational learning 

studies included 4-6 referents on the screen at a time, we only presented two items. This 
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was done to ensure that participants learned the words to near ceiling performance during 

a fairly short training session; experiments utilizing many referents often show learning 

that is modest (though above chance; e.g. Yu & Smith, 2007 never found performance 

above 80% correct with more than two items displayed per trial), and pilot work for this 

dissertation showed that the available participant population was unable to learn 

effectively with more than two objects displayed at a time. 

At the beginning of each trial, a blue dot appeared on the screen. The participant 

clicked this dot to start the trial. The auditory stimulus began 100 ms after the dot was 

clicked. For participants in the synchronous condition, two visual objects appeared 

simultaneously with auditory onset, on the left and right of where the dot had appeared. 

In the delay condition, these objects were displayed 1000 ms after the onset of the 

auditory stimulus; this was well after the offset of all recorded tokens used in the study 

(mean duration1: 614 ms; max: 740 ms). For both conditions, the visual stimuli remained 

on the screen for 800 ms, after which the screen was blank for 550 ms before the next 

trial began. No responses were required during these training trials. 

Every word was presented with its correct referent 32 times during training, for a 

total of 256 such trials. Items were blocked, such that all eight words were heard in a 

random order before any word was repeated. The location of the correct referent of the 

auditory stimulus was randomly selected as the left or right object on each trial. The 

alternative referent on the screen was never the phonological competitor of the target 

(e.g. when the word goba was played, the gonu object was never in the display), but was 

instead randomly selected from the remaining six words in the training set. Never 

presenting the referent of the phonological competitor ensured that bottom-up statistics 

did not endorse forming competitor-referent associations; in fact, the competitor is the 

1 Mean and max durations are presented including the 100 ms of silence at onset, but not 
including silence at offset. 
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least likely association to form given the presentation, as no other word-referent pairs had 

a co-occurrence probability of 0. This manipulation ensures that learned spurious 

associations with phonological competitors could only arise from parallel activation 

during lexical access, and never result from trained associations.   

Auditory stimuli during training (and interim trials) included 16 of the 26 

exemplars of each word. The specific 16 tokens used were randomly selected for each 

participant, and each token was hear twice during word-referent training (interim auditory 

stimuli were randomly selected from the 16 training tokens for that participant). 

3.2.4.3 Interim testing trials 

Throughout training, participants were sometimes asked to complete trials where 

a response was required. During these trials, a single picture was displayed and an 

auditory word was played, and participants responded whether they thought this word-

referent pairing was correct or incorrect by clicking on “match” or “mismatch” on the 

screen. These trials were included to ensure that participants maintained attention 

throughout training; pilot work using only passive-learning training showed that some 

participants simply clicked through the trials without attending to information. Adding 

these intermittent test trials improved learning. These trials also offer a coarse measure of 

the trajectory of learning throughout the training phase. 

Participants completed four of these interim trials after every 32 training trials 

(every four blocks), for a total of 32 interim trials. Before each set of interim trials, 

participants were reminded that they would need to make a response for these trials. Each 

word was used on four interim testing trials over the course of the experiment: twice with 

the correct visual referent, and twice with a mismatching referent. When the referent was 

mismatching, it was never the referent of the word’s phonological competitor. For both 

groups of participants, the visual and auditory stimulus initiated simultaneously, and the 
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visual stimulus remained on the screen until a response was made. After a response was 

given, the screen was blank for 550 ms before the next trial began. 

3.2.4.4 VWP testing trials 

Finally, the presence of spurious associations was tested using the VWP. 

Participants were presented with four visual stimuli while hearing a word, and were 

instructed to click the referent of the word. Fixations were tracked throughout these trials 

to determine the degree that both the target and its competitor were considered during the 

trial. Each trial contained two pairs of phonological competitors: one onset competitor 

pair and one offset competitor pair that was phonologically distinct from the onset 

competitor pair; pairings were randomly chosen for each participant and were consistent 

throughout the test trials. Item location was randomized for each trial. 

Before the first test trial, a drift correction was performed on the eye-tracker. 

Participants then completed 320 test trials, with a drift correction every 32 trials. Each 

block of eight trials included one repetition of each target word. The first 20 blocks (160 

trials) were identical to the last 20 blocks. The trial structure was identical for both 

groups of participants. The four visual referents appeared in the corners of the screen, 

along with a blue dot in the center of the screen. After 500 ms, the dot turned red, at 

which point participants clicked on the dot to start the trial. An auditory stimulus 

identifying one of the referents was played, and the display remained on the screen until a 

response was registered. After the participant responded, the screen went blank for 300 

ms before the next trial or drift correct. 

Auditory stimuli during the VWP trials consisted of the 10 exemplars of each 

word that were not used during training for that participant. Each of these repetitions was 

used four times during testing. Because these tokens were never encountered during 

training, participants could not identify the referent using surface form information of the 

auditory stimuli.  
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3.3 Results 

3.3.1 Interim testing trials 

No data were recorded during the cross-situational training trials, as no responses 

were required. However, the results gathered during the interim trials offer some insight 

into the learning process (Figure 3-2). The results from this analysis should be considered 

quite cautiously, as the testing task is quite a bit easier than that used later in the 

experiment. As Samuelson and colleagues have shown, changes in test format can 

exaggerate the degree of knowledge exhibited by the learner (McMurray et al., 2012; 

Samuelson et al., 2009). However, these results do offer a coarse measure of whether the 

timecourse of learning differs between the two groups. 
 
 
 

Figure 3-2: Experiment 1 – Accuracy of responses during yes/no interim trials, by block 
and timing condition. A) Onset competitor trials. B) Offset competitor trials. 
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participants learned the referents, we analyzed the accuracy data from these trials using a 

mixed effects model (Baayen, Davidson, & Bates, 2008; Jaeger, 2008) using the lme4 

package in R (Bates & Sarkar, 2011). This model used a binomial linking function. The 

model included group (contrast coded: synchronous: -.5; delay: +.5, between subject), 

word-type (contrast coded: onset: -.5; offset: +.5, within-subject) and block (eight blocks, 

coded as true block number, within-subject) as fixed factors. Participant and auditory 

word were random intercepts (adding random slopes word-type within participants did 

not improve fit of the model for the VWP data by χ2 test; p>.1; all subsequent analyses 

thus did not included random slopes to maintain consistent model structure). The 

correlations between fixed effects were all R<.07.  

There was a significant main effect of block (B=.80, SE=.077, Z=10.3, p<.0005), 

as participants were more accurate for later blocks. There was a marginal effect of word-

type (B=-.82, SE=.44, Z=-1.9, p=.061), as participants were slightly more accurate for 

onset competitor words than for offset competitors. No other effects or interactions 

approached significance (training condition: B=-.37, SE=.52, Z=-.71, p=.48; condition × 

word-type: B=.11, SE=.84, Z=.13, p=.90; condition × block: B=.14, SE=.15, Z=.90, 

p=.37; word-type × block: B=.14, SE=.15, Z=.93, p=.35; condition × word-type × block: 

B=-.091, SE=.31, Z=-.29, p=.77). Although there was a trend toward faster improvement 

in the synchronous group, this difference was not reliable. Both groups thus showed a 

comparable course of learning using this coarse measure, and the onset competitor items 

may have been slightly easier for participants to learn. 

3.3.2 VWP testing trials 

The VWP task required subjects to select the correct referent out of four possible 

choices, including the referent of the phonological competitor. Due to online competition 

processes, both groups should show competitors effects, such that they look more to the 

referent of the phonological competitor than to the unrelated objects. Evidence of false 
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associations between phonological competitors and referents is defined operationally as 

increased looks to competitors beyond that seen from online competition when 

participants identify the correct target. That is, if the synchronous presentation led to 

spurious associations, these participants should show greater consideration of competitor 

objects than the delay participants. Although changes in accuracy could also signal 

increased competition from false associations, such accuracy effects could emerge if the 

change in timing simply decreased overall learning. Thus these analyses concern those 

cases in which learning was quite effective, so effects are likely not a result of overall 

poorer learning in one group. 

3.3.2.1 Accuracy 

Participants whose performance was below 75% on either onset or offset 

competitor words were excluded from the analysis of the VWP data; most of these 

participants were at or near chance (25%) performance. The vast majority of remaining 

participants were near ceiling performance on the VWP task. Overall, the participants 

included in analyses chose the correct target on 98% of trials. This performance was high 

across training groups and word types (Figure 3-3). However, a mixed effects model on 

accuracy for these participants (condition and word-type, contrast coded, as fixed effects, 

participant and word as random intercepts; binomial linking function) showed a 

significant effect of word-type (B=.49, SE=.15, Z=3.2, p=.0012), as offset competitor 

words (M=98.8% correct) were identified more accurately than onset competitors 

(M=98.1% correct; in contrast to what was found in the interim testing trials). There was 

no main effect of timing condition (B=-.28, SE=.39, Z=-.7, p=.47), however the 

interaction was marginally significant (B=-.51, SE=.29, Z=-1.8, p=.074), as the 

synchronous group showed a larger effect of word-type than did the delay group. 



www.manaraa.com

61 
 

Figure 3-3: Experiment 1 – Accuracy for included participants in the VWP trials by 
word-type and training condition. Error bars represent standard error for that condition. 

 
 
 

Overall, these data showed no evidence of worse learning for the synchronous 

group; if anything, this group trended toward slightly better performance. As such, 

increased competition effects in the eye-tracking analysis for the synchronous group can 

not be attributed to poorer overall learning. This suggests that comparison of competitor 

effects is viable, as all participants appeared to have learned the correct word-form-

referent mappings quite well. Increased competition in the synchronous condition thus 

indicates that the learners also formed additional, spurious mappings while learning.  

3.3.2.2 Eye movements 

The eye-tracking analysis only considered those trials in which participants 

selected the correct target. On these trials, we were primarily concerned with fixations to 

the referents of the phonological competitor of the target (henceforth: competitor). 

However, fixations to items in a display are not independent of one another; if the 

participant is fixating the competitor, she can not simultaneously be fixating the target or 

0.96

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

onset offset

delay
sync

Word-type

Pr
op

or
tio

n 
co

rr
ec

t



www.manaraa.com

62 
 

one of the unrelated objects. Additionally, changes in timing during training may affect 

both the learned associations and more general dynamics of looking behavior (for 

example, increasing looking to everything on the screen regardless of its phonological 

match to the input). Thus rather than considering only the fixations to the competitor, we 

need to consider these relative to fixations to other objects in the display to determine 

whether changes in competitor fixation are greater than predicted by overall changes in 

looking behavior. 

Figure 3-4 shows the timecourse of fixating the competitor and unrelated objects 

across condition and word type. It suggests that timing condition appears to affect looks 

to the visual competitor, but it also changes how participants look to the average 

unrelated item (because there are two unrelated items and only one visual competitor, 

analyses use the mean of fixations to both of the unrelated items). Because there are 

changes in how much participants consider objects that are completely unrelated to the 

auditory stimulus, we need a measure of how strongly participants are considering the 

competitor that considers the looks to the competitor relative to those to unrelated items. 
 
 
 

Figure 3-4: Experiment 1 – Proportion of looks to competitor items and average unrelated 
items across time by training condition. A) Onset competitor trials. B) Offset competitor 
trials. 
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That is, we want to examine whether participants look to the competitor object more than 

they look to any object in the display, and whether the disparity between competitor and 

unrelated is greater for synchronous than for delay participants. 

The traditional approach to such a comparison is to use an ANOVA with object 

type (competitor or unrelated) and training condition (synchronous and delay) as factors. 

An interaction between these factors would indicate an effect of object type (and 

presumably a competitor effect). However, this approach violates assumptions of 

independence necessary for statistical analysis. Looks to the unrelated items are not 

independent of those to the competitor; a participant can only fixate one object at a time, 

so increased competitor looks necessitate decreased unrelated looks. Thus including the 

looks to the two object types separately in the analysis is inappropriate. Instead, looks to 

the two object types should be collapsed into a single measure that is more appropriate 

for such proportional data. 

For instance, looks to unrelated items could be subtracted from looks to 

competitor items. For visualization purposes, such an approach is presented in Figure 3-5, 
 
 
 

Figure 3-5: Experiment 1 – Relative proportion of looks to competitor objects 
(competitor – average unrelated). A) Onset competitors. B) Offset competitors. 
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which plots the difference at each time point between the competitor and the average 

unrelated item. This represents the raw increase in proportion of looks to the competitor 

relative to unrelated visual stimuli (i.e. competitor looks – unrelated looks). However, 

while visually informative, this subtraction analysis is not the most appropriate way to 

consider competitor effects, as these are proportions rather than linearly-scaled variables. 

When comparing proportions, a ratio may be more appropriate. For example, if we 

consider the difference between looks to different types of visual items, a 5% difference 

in the proportion of looks between items is more notable if one is at 5% and the other is 

at 10%, compared to if one is at 75% and the other is at 80%. A ratio captures this 

distinction well, as the increase from 5% to 10% doubles the odds-ratio, whereas an 

increase from 75% to 80% only increases by a factor of 1.06. For fixations to items other 

than the target, this is particularly important; as the target is fixated more effectively later 

in the trial, looks to other items get squashed. This suppresses the difference between 

looks to competitors and unrelated items. A ratio more effectively compares the 

proportion of fixations relative to how many fixations are made to those two objects 

overall. Thus, a form of odds-ratios was used to analyze the competitor fixations relative 

to the unrelated fixations. 

Further, because we wish to use linear statistical approaches (mixed effects 

models, which are powerful, capable of capturing multiple random effects and nested 

fixed effects, and are well-developed for such data), raw odds-ratios may be 

inappropriate, because they do not scale linearly and do distribute in a Gaussian manner.  

Thus, all of the analyses use log-odds-ratios, which take the log of the ratio of looks to 

the competitor and the unrelated items (Roembke & McMurray, submitted). This style of 

analysis is similar to the empirical logit transformation commonly used to scale 
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proportions for a linear analysis, but rather than looking probability vs. chance, they 

allow us to compare two probabilities2.  

Odds-ratios were computed for each stimulus for each subject. These ratios were 

computed using the average number of looks to a given item over the time window of 

500 ms to 1500 ms (Figure 3-6). The onset of this window was selected as this was when 

competitor fixations became consistently greater than unrelated fixations for both groups 

of subjects for both onset and offset competitors (the initial 300 ms can not elicit looks 

related to the auditory signal, as all auditory files started with 100 ms of silence, and it 

takes approximately 200 ms to program an eye-movement in response to auditory 

information: Matin, Shao, & Boff, 1993). The offset was chosen based on when target 

looks neared asymptote.  

For each participant and each stimulus, we computed the average proportion of 

looks to the competitor objects and the average of the looks to the two unrelated objects 
 
 
 

Figure 3-6: Experiment 1 – Log-odds-ratio of proportion of competitor looks to 
proportion of looks to average unrelated item across time, by training conditions. A) 
Onset competitors. B) Offset competitors. 

2 Thanks to Toby Mordkoff for suggesting this analysis technique. 
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during this time window. We divided the looks to the competitor by the looks to the 

unrelated, and then took the log of this value to get the log odds ratio for the subject and 

stimulus. In a very few cases (3 cases out of 368), the average proportion of looks to 

either the competitor or the unrelated items over this time window was 0, which leads to 

an odds ratio of 0 or infinity, neither of which has a real-valued logarithm. Twice this 

occurred because of no looks to the unrelated objects, and once because of no looks to the 

competitor. Two of these cases were for offset competitors in the delay condition, while 

the third was an onset competitor in the delay condition. These cases were excluded from 

analysis (replacing these cases with the mean for that participant in that word-type 

yielded highly similar results). Log-odds-ratios greater than 0 indicate more looks to the  
 
 
 

Figure 3-7: Experiment 1 – Log-odds-ratio within the 500-1500 ms analysis window by 
training condition and word-type. Error bars represent standard error for that condition. 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

onset offset

delay
sync

Word-type

Lo
g 

od
ds

 ra
tio



www.manaraa.com

67 
 

competitor object than to the average unrelated object during the time window. We can 

then compare the log-odds-ratios between subject groups and between word types to 

determine whether the competitor effects differ between conditions. 

Figure 3-7 shows the mean log-odds-ratio for both groups and word-types. 

Overall, the synchronous group had higher log-odds-ratios than the delay group, and the 

onset competitors yielded higher log-odds-ratios than the offset competitors. These data 

were analyzed using a mixed effects model with a linear linking function. As in other 

models, training condition and word-type were contrast coded and included as fixed 

effects, while participant and auditory stimulus were included as random intercepts. 

There was no correlation between the fixed effects (R=.002). MCMC simulations (20,000 

iterations3) of the results were used to get significance values from the linear model. 

This analysis revealed a significant main effect of training condition (B=-.091, 

SE=.046, pmcmc=.049), as the synchronous group showed greater competitor effects than 

did the delay group. There was also a main effect of word-type (B=-.13, SE=.039, pmcmc 

=.0006), with greater fixations to onset competitors (relative to unrelated items) than 

offset competitors. The interaction was not significant (B=.046, SE=.060, pmcmc =.45). 

Participants in the synchronous group showed increased competition for both onset and 

offset competitor words. This suggests that during word learning, associations between 

words and objects occur continuously in time and do not wait for real-time processing to 

complete: those participants who could form associations during periods of competition 

showed increased consideration of competitors at test. 

The repeated testing trials provide a way to test the magnitude of the competitor 

effect throughout testing. As both groups of participants complete testing trials with the 

same timing, the difference between groups may have changed during testing. These 

trials provide the opportunity to continue updating the representations formed during 

3 For all MCMC simulations used throughout this dissertation, 20,000 iterations were used 
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learning, as it serves as another form of cross-situational learning (although the statistics 

are constant across trials, as the foils were consistent across VWP trials). As both groups 

completed these trials identically, the learned representations are likely to converge 

somewhat during testing. The data for the two testing blocks are presented in Figure 3-8. 

Participants in the synchronous group appeared to show consistently larger competitor 

effects for onset competitors for both the first and second half of trials. The effect for 

offset competitors appeared to increase with additional testing trials, showing numerically 

larger effects in the second half of testing trials. We analyzed these data including trial 

block (first vs. second, contrast coded) as a factor. Due to the decreased number of trials  
 
 
 

Figure 3-8: Experiment 1 – Log-odds-ratio of proportion of competitor looks to 
proportion of looks to average unrelated item across time by training condition. A) First 
block onset competitor trials. B) First block offset competitor trials. C) Second block 
onset competitor trials. D) Second block offset competitor trials. 
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per cell, a larger number of stimuli had to be excluded from this analysis (28 stimuli out 

of 736 total) because of zeros in either the numerator or denominator. Of these excluded 

trials, eight were in the onset competitor condition, while 20 were offset competitors 

trials. The majority of cases were for the delay condition (21 of the 28) and they were 

evenly split between trial blocks (14 in each). There were slightly more cases with no 

looks to the unrelated objects (10 cases) than with no looks to the competitor (15 cases); 

in the remaining three cases, there were no looks to both the unrelated objects and the 

competitor. The structure of the statistical model was identical to the initial model for this 

data with the addition of trial block as a factor. No contrasts were correlated (all R<.003).  

This model showed the expected main effects of training condition (B=-.11, 

SE=.048, pmcmc=.019) and word-type (B=-.15, SE=.033, pmcmc<.00005), and no interaction 

between training condition and word-type (B=.022, SE=.050, pmcmc =.66). The effect of 

trial block was not significant (B=.015, SE=.025, pmcmc=.55), nor were any interactions 

with trial block (block × training condition: B=-.027, SE=.050, pmcmc =.59; block × word-

type B=.050, SE=.050, pmcmc=.33; block × training condition × word-type: B=-.12, 

SE=.10, pmcmc=.22). Throughout testing, the enhanced interference seen in the 

synchronous group was consistent for both onset and offset competitors. 

Fixations to the target are also informative about how participants are processing 

the words. Whereas the enhanced competition in the synchronous group is predicted to be 

indicative of increased associations arising from learning, this effect could also arise from 

poorer overall learning; if participants are simply scanning the display more, they may 

look more to competitors and less to the correct targets. If this was the case, participants 

should display fewer looks to targets in the synchronous condition. However, as seen in 

Figure 3-9, quite the opposite pattern emerged: participants in the synchronous group 

showed more fixations to the target throughout the trial. This trend was consistent across 

the timecourse of the trial, and occurred for both onset competitors (Figure 3-9A) and 

offset competitors (Figure 3-9B). 
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Figure 3-9: Experiment 1 – Proportion of looks to target items across time, by training 
condition. A) Onset competitors. B) Offset competitors. 
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word-type was also significant (B=.094, SE=.017, pmcmc=.0018), with more target 

fixations for offset competitor trials than for onset competitor trials. This result is 

expected, as looks to competitors were greater for onset competitor trials; these looks 
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likely reduced the looks to the target in these trials. The interaction between training 

condition and word-type was not significant (B=-.037, SE=.033, pmcmc=.32). 

3.4 Discussion 

Experiment 1 established that changes in timing during learning lead to increased 

competitor effects for synchronous participants. When identifying a target word, learners 

in the synchronous condition fixated the referents of phonological competitors more than 

those in the delay condition, despite both conditions having identical online processing 

demands. This effect persisted throughout testing, suggesting that the effect is relatively 

strong; although both groups received the same form of trials at test, the increased 

competition for the synchronous group did not deteriorate. There was no evidence of 

overall poorer learning in the synchronous group; interim trials gauging learning 

throughout training showed equal speed of word-referent acquisition, and at test the 

synchronous group was more likely to fixate the target.  

This suggests that the increased competitor fixations in the synchronous group 

arise from differences in associations with competitors, rather than from poorer learning 

of the correct word-referent mappings. The likely source for such increased competition 

is learned associations between referents and phonological competitors that formed 

during periods of lexical competition. Multiple word-forms are active in parallel as they 

compete for access during the learning trials. For the participants in the synchronous 

condition, the visual referents are present as these competitive processes are occurring, 

allowing mapping of parallel-activated word-forms. For the delay group, the referents are 

not present until the end of the auditory stimulus, providing ample time for competition 

to resolve (especially for the onset competitors). In this condition, participants don’t 

begin learning until many of the competing word-forms activated in parallel have been 

suppressed.  
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These associations between referents and phonological competitors are 

particularly remarkable as co-occurrence statistics between competitors and referents 

suggest that these are the least likely associations that participants should form. When 

hearing a given word during training, one of the two objects displayed was always the 

correct referent. The alternative object was never the referent of the phonological 

competitor, giving a co-occurrence rate of 0 linking this word-object pair. The alternative 

object was instead drawn randomly from the other six available referents, giving a co-

occurrence rate of approximately 1/6 for all the other word-referent pairings. During the 

test trials, participants thus had good reason to have formed associations between what 

will be the unrelated items and the target word, but no reason based on actual co-

occurrence to have associations with the competitor items. These associations instead 

must have formed from parallel activation during word recognition. 

More generally, this experiment establishes a viable method for investigating 

interactions between perceptual processing and learning. By manipulating the timing of 

the auditory and visual presentation, this experiment augmented the mappings that were 

formed during learning. This demonstrates that the paradigm is sensitive to changes in 

learned representations, making it a viable basis for further studies on how learning is 

affected by processing dynamics. 

Although this experiment is indicative of changes in learning as a result of 

manipulating the timing of word-referent pairings, it leaves many additional questions to 

answer. The timing manipulation between participants in this experiment not only 

differed in terms of the relative timing between the visual and auditory stimuli, but also in 

terms of overall trial duration. This leaves two possible provenances for the weaker 

competitor effects in the delay condition: they could emerge because no learning occurs 

during lexical activation, or they could emerge because additional learning occurs after 

competition is resolved. That is, even if learning initiates during online lexical activation 

processes, continued updating of this learning after competition has resolved might quash 
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the associations learned in parallel. In order to develop a more comprehensive 

understanding of how timing interacts with word learning, additional timing 

manipulations are necessary. 
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CHAPTER 4 

ALTERNATIVE TIMING MANIPULATIONS 

Experiment 1 provided evidence that manipulating the timing of the visual stimuli 

affects when during auditory processing learners can form word-referent mappings and 

this in turn alters the form that the mappings between word-forms and objects take. 

Specifically, synchronous auditory-visual presentation leads learners to show increased 

competition after learning the words, despite the fact that in both conditions the word-

object linkages are learned quite well. This suggests that when learning occurs during 

periods of lexical competition, partially active competing word-forms are also mapped to 

the referent. However, these results do not rule out the possibility that with additional 

processing time after the offset of the referent, learners can continue updating their 

learned mappings to overcome these earlier spurious associations; in Experiment 1, the 

synchronous group continued to the next trial immediately upon offset of the visual 

information, giving them no chance to update their learning after competition resolves. 

The experiments in Chapter 4 provide a more detailed analysis of the learning 

process during word learning trials. Specifically, Experiment 2 investigates whether 

additional processing time at the offset of the visual stimulus for the synchronous group 

eliminates false associations. If learners are indeed learning continuously, then additional 

processing time may help learners overcome associations formed during periods of 

ambiguity. If this additional processing time reduces spurious associations, this suggests 

that learning can operate on the basis of memory representations of stimuli in addition to 

raw co-occurrence; as objects are held in working memory, these representations can be 

used to update the learned mappings between stimuli. This form of learning is more 

complex than standard approaches to associative learning; rather than associative learning 

operating solely on the basis of perceptual representations (i.e. behaviorism), this would 

provide evidence of learning operating on the basis of internal representations. Such 
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results would demonstrate the capacity for associative learning to develop and operate on 

abstract representations. 

Experiment 3 provides visual information before auditory information, such that 

trials are equal in duration to those of the delay condition in Experiment 1, but 

participants still learn during periods of lexical competition. This design provides 

participants with the same trial duration as those in the delay condition, but still allows 

spurious associations to form during periods of lexical competition (without additional 

processing time after auditory stimuli). Equating trial duration controls for time pressure 

on participants that may affect how they learn; synchronous presentation as in 

Experiment 1 has rapid transitions between trials, which may lead participants to change 

their threshold for when to learn. Although Experiment 3 was designed to control overall 

trial duration in the synchronous condition without changing the learning, this experiment 

led to quite interesting findings regarding the role of prediction in word learning. 

Providing participants with visual referents before the onset of auditory stimuli may bias 

them to consider certain word-forms before even hearing the auditory stimulus. 

4.1 Experiment 2: Synchronous training with additional processing 

time 

Experiment 2 builds on the results of Experiment 1 by investigating how 

additional processing time after auditory offset affects learning that occurs during lexical 

competition. Experiment 1 showed that training with synchronous timing between 

auditory and visual stimuli resulted in increased competition. However, additional 

learning time after competition resolves may lessen this effect, as learners can continue to 

update their representations of the stimuli, and thereby continue altering the learned 

mappings. As competition resolves, the learning operates to strengthen connections 

between the word-form that won competition (likely the correct word-form) and the 

referent, while also weakening the spurious connections formed earlier in lexical 
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processing. Although both the visual and auditory stimuli are no longer being presented, 

ongoing processing of the auditory and visual inputs in working memory may be used to 

continue updating the word-referent mappings. If additional time is available at the end of 

trials, such updating may alleviate some of the increased competition seen for the 

synchronous training condition. 

To this end, Experiment 2 mirrors the synchronous group of Experiment 1, but 

adds a pause with a blank visual display between trials to equate total trial duration to that 

of the delay group. This allows participants the same amount of time post-auditory-

stimulus to learn as in the delay group, but also allows the formation of false associations 

with parallel-activated word-forms early in the learning trial. The results of Experiment 2 

will then be compared to both the synchronous and delay conditions of Experiment 1; 

these comparisons allow analysis of whether the additional processing yields continued 

evidence of spurious association (i.e. if Experiment 2 looks like the synchronous 

condition), or if such associations are eliminated (i.e. if Experiment 2 looks like the delay 

condition). 

4.1.1 Methods 

4.1.1.1 Participants 

Thirty participants from the University of Iowa community completed the study. 

Participants were paid $15 or received partial course credit for their participation. All 

participants self-reported normal hearing and normal or corrected-to-normal vision. Data 

from 22 of the participants were included in analyses; an additional seven participants 

completed the study but were excluded for low accuracy at test, and one participant was 

excluded as a result of poor eye-tracker calibration. 
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4.1.1.2 Design 

The design was similar to that of Experiment 1. Participants first performed a 

phoneme-monitoring task to become familiar with the words, and then learned the words 

in a cross-situational learning task. All participants received the same timing of word-

referent pairings, such that visual stimuli and auditory stimuli began at the same time, and 

a blank screen was displayed for 1,550 ms at the end of the auditory stimuli, giving 

additional processing time. These results are then treated as a third experimental 

condition in comparisons with the two training conditions of Experiment 1. The same 

form of interim test trials and the same VWP test as in Experiment 1 were administered. 

4.1.1.3 Stimuli 

The same stimuli used in Experiment 1 were also used in Experiment 2. 

4.1.1.4 Procedure 

Most aspects of the procedure were identical to Experiment 1. The pre-exposure, 

interim test trials and VWP test trials were identical between the two experiments. 

However, the timing manipulation in the word-referent training trials was slightly 

different. Auditory and visual stimuli onset simultaneously after the trial was initiated by 

the participant, as in the synchronous condition of Experiment 1. Also like the 

synchronous condition of Experiment 1, the visual stimuli remained on the screen for 800 

ms, after which the screen went blank. Unlike in Experiment 1, this blank screen 

remained up for 1,550 ms (Figure 4-1C). This 1,550 ms includes a 550 ms ITI as used in 

Experiment 1, although in this experiment that ITI was indistinguishable from the 1,000 

ms of blank screen presented after the trial. This delay ensured that the trial duration for 

this experiment matched the trial duration of the delay condition in the previous 

experiment (which included 1000 ms before visual stimulus display, 800 ms of stimulus 

display, and 550 ms of inter-trial interval). After the blank screen, the next trial 

commenced. Each word was a target on 32 trials, for a total of 256 total training trials. 
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Figure 4-1: Schematic of the timing conditions comparing both conditions of Experiment 
1 to the timing in Experiments 2 and 3 (not to scale). A) Synchronous condition of 
Experiment 1. B) Delay condition of Experiment 1. C) Experiment 2. D) Experiment 3. 
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4.1.2 Results 

4.1.2.1 Pre-exposure trials 

Participants overall were quite good at the phoneme-monitoring task during the 

pre-exposure phase of the experiment. They correctly identified 92% of tokens with “O” 

sounds, and had false alarm rates of approximately 12%. These values are quite 

comparable to those of Experiment 1 (93% correct positive rate, 10% false alarm rate). 

4.1.2.2 Interim testing trials 

The interim test trials of Experiment 2 exhibited performance that was fairly 

similar to that of Experiment 1 (Figure 4-2), with slightly faster learning for the onset 

competitor items. These learning data were compared to both conditions of Experiment 1 

in a mixed effects model with a binomial linking function. For this model, two separate 

contrast codes were included to compare Experiment 2 independently to the synchronous 
 
 
 

Figure 4-2: Experiment 2 – Accuracy of responses during yes/no interim trials for 
Experiment 2 compared against both conditions from Experiment 1. A) Onset competitor 
items. B) Offset competitor items. 
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and delay conditions of Experiment 1 (to compare synchronous to Experiment 2 

(E2vsSync): synchronous=-.5, delay=0, Experiment 2=+.5; to compare delay to 

Experiment 2 (E2vsDel): synchronous=0, delay=-.5, Experiment 2=+.5). The model 

included each of these contrast codes as factors, along with word-type (contrast coded) 

and block (eight blocks, coded as true block number). The contrast codes to contrast 

Experiment 2 to the two conditions of Experiment 1 were entered into the analysis as 

separate interactions with word-type and block. Participant and auditory word were 

included as random intercepts1. The fixed factors were not correlated (all R<.08).  

Table 4-1 presents the results of this analysis. The main effect of block shows that 

participants perform better on later blocks, and the marginally-significant effect of word- 
 
 
 

Table 4-1: Results of the statistical analysis of interim test trials comparing Experiment 1 
to Experiment 2. 

Factor B SE Z p 
Block .69 .060 11.54 <.0001 
Word-type -.60 .36 -1.69 .091 
E2vsSync .39 .63 .62 .53 
E2vsDel 1.14 .63 1.79 .074 
Block × type .18 .12 1.53 .13 
Block × E2vsSync -.080 .17 -.48 .63 
Block × E2vsDel -.36 .18 -2.00 .046 
Type × E2vsSync .56 .96 .58 .56 
Type × E2vsDel .33 .99 .33 .74 
Block × type × E2vsSync -.013 .33 -.039 .97 
Block × type × E2vsDel .18 .36 .49 .63 

1 In all analyses in Experiments 2 and 3, no random slopes were included. This was done to 
maintain the same model structure as that used in Experiment 1, as these experiments are 
compared directly to Experiment 1. 
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type emerged due to slightly better performance overall for onset competitors. The 

comparison of Experiment 2 to the delay condition of Experiment 1 was marginally 

significant, and was moderated by an interaction with block; this emerged because 

Experiment 2 participants reached peak performance slightly faster than the delay group. 

No other effects or interactions were significant. This set of analyses shows that the 

Experiment 2 participants learned the words as quickly as the synchronous participants of 

Experiment 1, and slightly faster than the delay participants. 

4.1.2.3 VWP testing trials 

4.1.2.3.1 Accuracy 

As in Experiment 1, participants whose accuracy was below 75% on either onset 

or offset competitor trials were excluded. This comprised seven participants. Many of 

these participants had accuracy levels near chance, indicating that they did not learn at all 

during training. The remaining 22 participants were near ceiling, with an average 

accuracy near 99%. As seen in Figure 4-3, these accuracy levels were quite comparable 

to those in Experiment 1. These data were entered into a mixed effects model with a 

binomial linking function. This model used the same contrast codes of the previous 

analysis to compare Experiment 2 separately to the synchronous and delay conditions of 

Experiment 1 (as in the previous analyses, comparisons are coded as E2vsSync for the 

comparison with the synchronous group and E2vsDel for the comparison with delay). 

Word-type (contrast coded) was included as well as its interaction with these contrast 

codes. Training condition and word-type were fixed factors while participant and 

auditory stimulus as random intercepts. The fixed effects were not correlated (all R<.07). 
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Figure 4-3: Experiment 2 – Accuracy for included participants in the VWP trials of 
Experiment 2 compared to the conditions of Experiment 1, by word type. Error bars 
represent standard error for that condition. 
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Figure 4-4: Experiment 2 – Relative proportion of looks to competitor objects 
(competitor – average unrelated). Analysis window highlighted in gray. A) Onset 
competitors. B) Offset competitors. 
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Figure 4-5: Experiment 2 – Log-odds-ratio of proportion of competitor looks to 
proportion of looks to average unrelated item across time, by training condition. A) Onset 
competitor trials. B) Offset competitor trials. 

 
 
 

interference from the competitor, but late in the trial, they showed even more interference 

than the synchronous participants from Experiment 1. 

These data were analyzed using log-odds-ratios (Figure 4-5). As seen in the 

figure, transforming the data this way showed similar patterns to those seen with the 

subtraction method (Figure 4-4): no evidence of increased interference for onset 

competitor trials, and evidence for late interference for offset competitor trials. To 

analyze this data, two separate mixed effects models were used. These models allowed 

independent comparison of Experiment 2 to each of the conditions of Experiment 1 

without including data from the other condition to affect the error term. Including both 

factors simultaneously in a single model produced quite similar results. Both models used 

linear linking functions (the log-odds-ratio transformation makes this appropriate for this 

DV). The DV for each model was the log-odds-ratio of the mean proportion of looks to 

the competitor and the mean of the two unrelated items across the analysis window (500-

1500 ms; Figure 4-6). One cell was excluded from the Experiment 2 data because there 

were no looks to the unrelated objects; this cell was an offset competitor. Fixed factors 

included a contrast code for the given comparison between training conditions (i.e. -.5 for  

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

500 700 900 1100 1300 1500

delay
sync
exp 2

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

500 700 900 1100 1300 1500

delay
sync
exp 2

Time

L
og

 o
dd

s r
at

io

Time

L
og

 o
dd

s r
at

io

A B



www.manaraa.com

85 
 

Figure 4-6: Experiment 2 – Log-odds-ratio within the 500-1500 ms analysis window, by 
training condition and word-type. Error bars represent standard error for that condition. 
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interaction between word-type and training condition (B=.10, SE=.061, pmcmc=.095). To 

investigate this interaction, simple effects models were used to compare the training 

conditions independently for each word-type. These models maintained the same 

structure as the primary model (though without the effect of word-type). These sub-

analyses showed a significant effect of training condition for onset competitors (B=-.12, 

SE=.052, pmcmc=.030), with greater competition effects for the synchronous participants 

in Experiment 1. There was no difference between the training conditions for offset 

competitors (B=-.017, SE=.047, pmcmc=.66).  

Thus, these analyses suggest that synchronous exposure with additional 

processing time did not elicit increased competitor effects for onset competitors (that is, 

results appeared closer to the delay condition in Experiment 1); however, offset 

competitors looked more like the synchronous condition of Experiment 1, showing 

greater competition effects given the training of Experiment 2 relative to the delay 

condition of Experiment 1. 
 
 
 

Figure 4-7: Experiment 2 – Proportion of looks to target items across time, by training 
condition. A) Onset competitor trials. B) Offset competitor trials. 
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Target looks were analyzed similarly, using parallel models comparing 

Experiment 2 to the two training conditions of Experiment 1 (Figure 4-7). These models 

included the same structure as in the analysis of competitor looks, but used empirical-

logit-transformed proportions of looks to the target as the DV, as in the analysis of 

Experiment 1. The fixed factors were not correlated in either model (all R<.01). The 

comparison with the synchronous condition showed a significant effect of training 

condition was (B=-.17, SE=.071, pmcmc=.0003), with more looks to the target for the 

synchronous condition than for Experiment 2. There was also a significant effect of 

word-type (B=.11, SE=.019, pmcmc=.0017), with more looks to the target for offset 

competitor trials. The interaction was not significant (B=-.0063, SE=.034, pmcmc=.87). The 

comparison with the delay condition also showed no effect of training condition (B=-

.086, SE=.14, pmcmc=.32). There was a main effect of word-type (B=.076, SE=.024, 

pmcmc=.014). However, there was no interaction between word-type and training condition 

(B=.062, SE=.066, pmcmc=.41). Looks to the target item in Experiment 2 were thus quite 

comparable to the delay condition of Experiment 1 for both word-types (despite the 

differences in competitor looks), with decreased looks to the target relative to the 

synchronous condition of Experiment 1. 

4.1.3 Discussion 

The results of Experiment 2 show that with additional processing time after the 

visual and auditory stimuli are no longer present, participants who learned words even 

with synchronous timing show a different pattern of spurious associations with 

phonological competitors from what was observed in Experiment 1. These participants 

showed smaller interference effects for onset competitors than did the participants in the 

synchronous condition of Experiment 1, whose timing was identical except for the 

additional blank screen at the end of the trial. However, this reduction in interference was 
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not apparent for offset competitors, suggesting that the additional processing time did not 

eliminate the spurious associations learned during co-activation late in words. 

The effects of Experiment 1 were interpreted as evidence that learners initiate 

learning as soon as auditory and visual information are both available. In the synchronous 

condition of Experiment 1, visual referents were present both during the beginnings of 

words, when onset competitors are highly co-active, as well as at the end of the words, 

when offset competitors have become active. Thus learners in this timing condition had 

the opportunity to form associations with both forms of competitors. Meanwhile, those in 

the delay condition did not see the visual referents until after word offset, providing no 

opportunity to build associations with parallel active competitors. The results of 

Experiment 2 complicate this interpretation somewhat. In this experiment, participants 

have the opportunity to form associations with both onset and offset competitors. 

However, evidence of these associations is only seen for offset competitors, suggesting 

that the spurious associations for onset competitors are ameliorated with additional 

processing time. 

Although the results of Experiment 1 show evidence of learning during parallel 

lexical activation, they do not signal that learning stops while activation is ongoing. 

Instead, a true form of temporally-continuous associative learning suggests that learning 

initiates immediately and continues to update throughout the learning event, as more 

information arrives. In the synchronous condition of Experiment 1, the trial ended quite 

shortly after word onset, providing little opportunity to continue updating; this forces 

learners to rely on the associations formed during the auditory presentation. Experiment 2 

provides additional time to continue updating the mappings learned during the auditory 

stimuli. Learners can thus adjust the learned associations to better represent the complete 

word-form if they continue to update learned mappings on the basis of working memory 

representations of the stimuli. 
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Why does additional processing time affect linkages formed with onset 

competitors but not offset competitors? One possibility is that the late overlap for offset 

competitors leads to lasting co-activation after the word. This may require even more 

processing time to suppress the competitors completely and eliminate learned spurious 

associations. Also, as no further auditory information is forthcoming to disconfirm these 

coactive offset competitors, their activation may persist for some time. Learners can thus 

start to form associations with offset competitors late in auditory presentation, and then 

continue to update these representations during the beginning of the blank screen period 

in Experiment 2. Participants may need additional time to elapse after word offset to 

completely suppress these associations. In contrast, onset competitors are activated quite 

early, allowing suppression well before the blank screen period in Experiment 2. 

Additionally, later auditory information in the word disconfirms these competitors, 

perhaps providing an easier path to suppression of the competitors (and thus more time 

update mappings after the competitors are suppressed). 

The delay condition of Experiment 1 also provides a chance for participants to 

learn during the post-offset parallel activation of offset competitors; however, this 

learning only catches the tail of competitor activation, and so is not as strong as that seen 

in Experiment 2. Future studies including longer periods of delay after auditory offset can 

determine whether even more processing time eliminates associations to offset 

competitors. 

The delay after word offset in Experiment 2 did not include additional visual 

presentation, yet it led to continued learning about the word-referent pairing. A basic 

associative explanation of word learning suggests that learning occurs only when both 

word-form and referent stimuli are available. However, in this case, working memory 

representations of the visual objects may allow continued learning during this period. As 

the learning trials included only two objects per display, learners could easily hold these 

referents in memory during the interim period. Indeed, in the delay condition of 
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Experiment 1, learning must occur on the basis of some working memory representation 

of the auditory stimulus, as the word has completed before visual presentation onset. This 

interpretation is only possible if learners have the capacity to store the stimuli in working 

memory. If a larger number of visual stimuli were presented during training, learners may 

have to rely more on active perceptual representations rather than maintained working 

memory representations. This would be predicted to lead to the maintenance of spurious 

associations despite additional processing time. 

The participants in this experiment also showed fewer looks to the target item 

than participants in the synchronous condition of Experiment 1, looking instead quite like 

the delay participants. The increased processing time afforded by this experiment thus led 

participants to form associations between the correct target and the referent to the same 

extent as participants who only learn after word offset. Despite the persistence of 

increased competitor effects for offset competitors, these participants still identify the 

target much the same as the delay group. It is unclear what leads these target fixations to 

decrease; perhaps the longer training trial durations led to overall decreased looking for 

participants in these two conditions. 

Experiment 2 thus reinforces the findings from Experiment 1 that learners form 

word-referent mappings during periods of lexical competition. However, the learning 

during these periods is malleable, as later-occurring information provides the chance to 

update these representations to reflect further processing. This updating can help learners 

avoid spurious word-referent associations during learning, as learning situations likely 

rarely have the same time pressure applied in laboratory experiments. Instead, learners 

often have a chance to continue updating learned representations after competition 

resolves. 

Differences between Experiment 2 and the synchronous condition of Experiment 

1 seem to arise from additional processing that occurs after word offset, which was 

denied the synchronous participants as the next trial began immediately. However, the 
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trials in Experiment 2 also had overall longer duration than those of the synchronous 

condition of Experiment 1; this presents a potential confound that could explain the 

results. Whenever trials are longer in duration, competitor effects appear weaker 

(although the significant difference between Experiment 1’s delay condition and 

Experiment 2 cannot be explained by such a confound). As such, finding a way to control 

processing time while also equating trial duration offers a more thorough analysis of 

these effects.  

4.2 Experiment 3: Visual presentation preceding auditory 

presentation 

This experiment aimed to control for overall trial duration while manipulating the 

timing of stimulus presentation. Whereas Experiment 2 maintained the stimulus timing of 

the synchronous condition of Experiment 1, it also increased the time each trial took. 

Participants may change their word-referent learning strategy when placed under more 

stringent trial timing; this would suggest that some of the increased interference effects 

seen in Experiment 1 arise from strategic changes in encoding rather than from 

temporally-continuous learning emerging naturally given auditory-visual synchrony. 

Experiment 3 aimed to equate timing between a synchronous and a delay 

presentation without adding additional processing time after word offset for the 

synchronous group. To this end, visual stimuli were presented before the onset of the 

auditory stimuli. This provided additional time within a trial without allowing word-

referent learning. This contrasts with the presentation format of Experiment 2, which 

lengthened trials by adding blank space at the end of the trial; that blank delay provided 

additional time to update the word-referent mappings.  
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4.2.1 Methods 

4.2.1.1 Participants 

Twenty-six participants from the University of Iowa community completed the 

study. Participants were paid $15 or received partial course credit for their participation. 

All participants self-reported normal hearing and normal or corrected-to-normal vision. 

Data from 20 participants were included in analyses; an additional six participants 

completed the study but were excluded for low accuracy at test. 

4.2.1.2 Design 

The design was similar to that of Experiments 1 and 2. Participants performed a 

phoneme-monitoring task to become familiar with the words, and then learned the words 

in a cross-situational learning task. All participants received the same timing of word-

referent pairings, with visual stimuli beginning before the onset of auditory stimuli, and 

remaining on the screen throughout auditory presentation. This timing condition was 

compared to both the synchronous and delay conditions of Experiment 1 to determine 

whether auditory-visual synchrony produces spurious associations even when trial 

duration is equated; similarity to the synchronous group suggests the formation of 

spurious associations, whereas similarity to the delay group suggests that such 

associations do not form. After auditory presentation, the trial ended and the next one 

began shortly, providing no opportunity for additional processing time. The same form of 

interim test trials and the same VWP test as in Experiment 1 were administered. 

4.2.1.3 Stimuli 

The stimuli used in this experiment were the same as those used in Experiments 1 

and 2. 
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4.2.1.4 Procedure 

The procedure closely mirrored that of the previous experiments. The pre-

exposure, interim test trials and VWP testing trials were identical in every respect to 

Experiments 1 and 2. However, the cross-situational word-referent learning trials differed 

from previous experiments. On each of these trials, 100 ms after the participant clicked 

the central dot to begin the trial, the visual stimuli appeared. After 1000 ms, the auditory 

stimulus was played, with the visual stimuli still on the screen. The visual stimuli 

remained on the screen for 800 ms after the onset of the auditory stimulus, and then a 

blank screen was presented for 550 ms before the next trial. These trials (schematized in 

Figure 4-1D) were identical in duration to the delay condition of Experiment 1 and the 

trials of Experiment 2.There were an equal number of training trials as in the previous 

experiments (32 repetitions of the eight words, for 256 total training trials). 

4.2.2 Results 

4.2.2.1 Pre-exposure 

Participants in this experiment were surprisingly poor at the pre-exposure portion 

of the experiment. Correct identification of words with “O” sounds was 89.5%, however 

the false alarm rate when no “O” sound was present was around 20%. These error rates 

are a good deal higher than those in Experiment 1 (93% correct positive rate, 10% false 

alarm rate) using the same stimuli, suggesting that participants in this experiment may not 

have been focused on the task. To assess this, the error rates were compared between 

experiments using a mixed effects model with experiment (Experiment 12 vs. Experiment 

3, contrast coded: -.5/+.5) and word-type (contrast coded) as fixed factors, and participant 

2 Performance was compared between Experiments 1 and 3, not including Experiment 2, as the 
Experiment 3 data are never directly compared to those of Experiment 2. Additionally, because 
the pre-exposure phase precedes all between-participants manipulations, the participants from 
Experiment 1 are all included as a single group. 
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and auditory word as random intercepts. This model used a binomial linking function. 

The fixed effects were not correlated (R=.005). This model confirmed that participants in 

Experiment 3 were less accurate on the pre-exposure trials than were participants in 

Experiment 1 (B=-1.09, SE=.15, Z=-7.17, p<.0001). The model also showed a marginal 

effect of word-type (B=1.00, SE=.57, Z=1.75, p=.080), with better performance for offset 

competitor words. The interaction was not significant (B=.29, SE=.24, Z=1.21, p=.23). 

Inspection of individual error rates showed that the inflated overall error rates 

arose from a handful of participants with extremely high error rates (five participants had 

overall error rates greater than 25%). The remaining participants showed error rates in 

line with those of the previous experiments (95% correct identification rate, 12% false 

alarm rate). Because the participants with high error rates learned the words to a high 

enough criterion to merit inclusion (greater than 75% accuracy for both onset competitors 

and offset competitors at test), they were included in further analyses3. However, it is 

possible that their poor performance during the pre-exposure phase may have led to poor 

encoding of the auditory word-form (and therefore poor parallel activation of the word-

forms during the early training trials).  

4.2.2.2 Interim testing trials 

Participants in Experiment 3 showed a similar trajectory of learning during the 

interim test trials as participants in both groups of Experiment 1 (Figure 4-8). These data 

were analyzed as in the comparison of Experiment 2 to Experiment 1: two separate 

contrast codes were used to compare Experiment 3 to the separate conditions in 

Experiment 1. These are referred to throughout all analyses of Experiment 3 as E3vsSync 

for the comparison with synchronous and E3vsDel for the comparison with delay. These 

were entered into a single model with word-type (contrast coded) and block (eight blocks, 

3 These participants also showed quite similar learning profiles in the interim testing trials. 
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Figure 4-8: Experiment 3 – Accuracy of responses during yes/no interim trials for 
Experiment 3 compared against both conditions from Experiment 1, by block. A) Onset-
competitor items. B) Offset-competitor items. 

 
 
 

entered as raw block number) as fixed effects along with each of their interactions with 

the contrast codes comparing across experiments. Participant and auditory word were 

included as random intercepts. The model used a binomial linking function, and the fixed 

effects were not correlated (all R<.08). 

This analysis revealed a main effect of block (B=.73, SE=.060, Z=12.06, 

p<.0001), with higher accuracy in later blocks. There was also a main effect of word-type 

(B=-.88, SE=.39, Z=-2.2, p=.028), with overall higher accuracy for onset competitors. 

However, neither effect comparing learning in Experiment 3 to the conditions in 

Experiment 1 was significant, nor were any of the interactions (Table 4-2); participants in 

Experiment 3 thus showed very similar learning profiles to those in Experiment 1. 

4.2.2.3 VWP testing trials 

4.2.2.3.1 Accuracy 

Accuracy in the VWP testing trials was compared between Experiment 3 and both 

training conditions of Experiment 1 (Figure 4-9). Overall, the included participants were 

quite accurate (mean: 97.9% correct). As in the previous experiments, participants were 

slightly more accurate for offset competitors (98.5%) than for onset competitors (97.4%). 
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Table 4-2: Results of statistical analysis of interim trials comparing Experiment 1 to 
Experiment 3. 

Factor B SE Z p 
Block .72 .060 12.06 <.0001 
Word-type -.88 .39 -2.25 .024 
E3vsSync -.29 .53 -.55 .58 
E3vsDel .91 .55 1.65 .10 
Block × type .18 .12 1.48 .14 
Block × 
E3vsSync 

.0022 .17 .013 .99 

Block × E3vsDel -.29 .18 -1.60 .11 
Type × 
E3vsSync 

.30 .95 .31 .76 

Type × E3vsDel -.12 .98 -.13 .89 
Block × type × 
E3vsSync 

-.13 .33 -.39 .70 

Block × type × 
E3vsDel 

.12 .36 .32 .75 
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Figure 4-9: Experiment 3 – Accuracy for included participants in the VWP trials of 
Experiment 3 compared to both conditions of Experiment 1, by word type. Error bars 
represent standard error for that condition. 

 
 
 

These data were analyzed in the same manner as the VWP accuracy data for 

Experiment 2: independent contrast codes were used to separately compare Experiment 3 

to each training condition of Experiment 1. These contrast codes were included in an 

analysis along with separate interactions of each contrast code with word-type (contrast 
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models comparing Experiment 3 to the delay condition separately for each word-type. 

These models maintained the same effects structure as the larger model, but only 

included the contrast codes for E3vsDel as a factor. These sub-analyses did not reveal 

significant effects of E3vsDel for either word-type (onset competitors: B=-.36, SE=.35, 

Z=-1.05, p=.30; offset competitors: B=.077, SE=.64, Z=.12, p=.90). Overall, these results 

indicate that participants in Experiment 3 were approximately as accurate during the 

VWP trials as those in Experiment 1.  

4.2.2.3.2 Eye-tracking 

In our analysis of the eye-movements on the VWP trials, only trials in which 

participants selected the correct target were analyzed (which included 97.9% of VWP 

trials). On these trials, as in the analysis of previous experiments, we investigated looks 

to the competitor item relative to looks to the unrelated distractors on the display. This is 

visualized in Figure 4-10 as the difference score across time, and in Figure 4-11 as the 

log-odds-ratio across time. For onset competitors, Experiment 3 participants appear to  
 
 
 

Figure 4-10: Experiment 3 – Relative proportion of looks to competitor objects 
(competitor – average unrelated). Analysis window highlighted in gray. A) Onset 
competitors. B) Offset competitors. 
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Figure 4-11: Experiment 3 – Log-odds-ratio of proportion of competitor looks to looks to 
average unrelated item across time, by training condition. A) Onset competitor trials. B) 
Offset competitor trials. 

 
 
 

pattern quite similarly to the delay group in Experiment 1 (although there is some 

evidence of larger interference effects early, especially in the difference scores). For 

offset competitors, however, the Experiment 3 participants appear to pattern much more 

closely with the synchronous group, showing increased interference, despite a trend 

toward increased competition for offset competitors; recall that for Experiment 2, offset 

competitors showed more enduring evidence of increased competition given the 

additional processing time.  

These data were analyzed using a mixed effects model with a linear linking 

function. The mean log-odds-ratio across the analysis window (500-1500 ms) was used 

as the DV (Figure 4-12). Because this model used a linear linking function, MCMC 

simulations were used to determine significance levels. As in the analysis for Experiment 

2, two separate models were used to independently compare the results of Experiment 3 

to each condition in Experiment 1.In each of these models, a contrast code was used to 

compare the training conditions (-.5 for either synchronous or delay, +.5 for Experiment 

3). Word-type (contrast coded) was also a fixed factor, while participant and auditory 

word were random intercepts. The fixed factors were not correlated (all R<.002). 
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Figure 4-12: Experiment 3 – Log-odds-ratio within the 500-1500 ms analysis window 
comparing Experiment 3 to both conditions of Experiment 2, by word type. Error bars 
represent standard error for that condition. 
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Figure 4-13: Experiment 3 – Proportion of looks to target items across time, by training 
condition. A) Onset competitor trials. B) Offset competitor trials. 

 
 
 

effect may have emerged (though exploratory simple effects analyses did not approach 

significance: p=.50). 

Target looks were analyzed using the same analysis window (500-1500 ms), and 
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trials. The interaction was not significant (B=.025, SE=.038, pmcmc=.52). These analyses 

show that participants in Experiment 3 quite closely mirror those from the delay group in 

Experiment 1 in terms of looks to the target items in the display. 

4.2.3 Discussion 

In Experiment 3, all participants heard the auditory stimuli while the referents 

were displayed, as in the synchronous condition of Experiment 1. They were not 

provided with additional processing time at the end of trials, but did receive a preview 

period in which they saw the referents before the auditory stimulus was presented. This 

was provided as a way to equate the total trial duration of the delay trials in Experiment 1 

while providing the opportunity for participants to continuously form word-referent 

mappings during the auditory stimulus. This design was predicted to elicit spurious 

associations with competitor word-forms, as seen in the synchronous group of 

Experiment 1. However, participants in Experiment 3 showed no evidence of spurious 

associations; instead, their performance quite closely mirrored that of the participants in 

the delay group from Experiment 1. 

These results were unexpected. Although the Experiment 3 participants had 

longer trial durations, the trial ended shortly after word offset, as in the synchronous 

condition of Experiment 1, so the learners could not continue updating their 

representations after competition resolved. However, they seem not to form the spurious 

associations found when no preview period is given. Three possible explanations for why 

this preview period blocks the formation of spurious associations are explored. First, the 

poor performance during pre-exposure may have weakened coactivation during word-

referent learning. Second, the longer trial duration may have changed the learning 

because participants had less time pressure during the learning phase; the rapid sequence 

of training trials in the synchronous training of Experiment 1 may have encouraged the 

formation of word-referent mappings before participants were ready, in order to prepare 
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for the following trial. Finally, the preview period may have served to help learners form 

expectations for the upcoming auditory stimulus; by biasing the interpretation of the 

information, competitors could be suppressed from quite early in the auditory stimulus. I 

discuss each in turn. 

Participants in this study showed much poorer performance in the pre-exposure 

phase than did participants in Experiment 1. This may indicate that the participants in 

Experiment 3 were not attending to the stimuli closely enough to learn the auditory word-

forms during pre-exposure. This would limit the degree of coactivation during early 

word-referent learning trials, which would in turn weaken any spurious associations. 

However, it is unlikely that the lack of spurious associations arise solely from this result. 

Many participants performed quite well on this task, and there was very little evidence of 

spurious associations for onset competitors. It is possible that with greater attention 

during pre-exposure, the offset competitor effect may have reached significance. Thus the 

poor pre-exposure performance may have reduced some evidence of spurious 

associations, but is unlikely to explain the entire pattern.  

Shorter trial durations could affect participants’ encoding strategies, as they must 

prepare for the successive trial. Participants in the synchronous condition of Experiment 

1 cycle rapidly through trials, whereas the trials in the delay are a good deal longer. When 

the trials cycle quickly, participants may adjust their encoding accordingly, by setting a 

specific time to learn or lowering the threshold for when learning should occur. The 

preview before the trials in this experiment may serve as a way to decrease time 

pressures, as the trials have longer duration than the synchronous condition of 

Experiment 1. 

However, the time pressures on participants in the synchronous condition of 

Experiment 1 can be quite easily alleviated by the participants to allow more natural 

learning times. In all three experiments, the start of trials is self-paced, with participants 

clicking on the blue center dot to begin the trial. If the speed of trials was impinging on 
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learning, participants could wait to click this dot (and thereby create a blank preview 

period before auditory and visual presentation). Time pressure thus may not be as severe 

as the synchronous trials suggest. More telling, if time impaired overall learning, the 

synchronous participants would be expected to show poorer accuracy and slower learning 

during the interim testing trials; no such evidence was found, suggesting that time 

pressures did not impair learning in this group. Finally, the overall trial duration was 

identical in Experiment 2, and timing pressures may have been even weaker (as no 

information was available during the delay); nonetheless, participants in Experiment 2 

showed evidence of spurious associations with offset competitors. 

Further, it is unclear what form of adjustment in learning as a result of time 

pressures could elicit both the results of Experiment 2 and those of Experiment 3. 

Participants in these experiments have equal trial durations, suggesting similar time 

pressure. However, those in Experiment 2 showed evidence on spurious associations for 

offset competitors; the time pressures appear insufficient to eliminate learning for late-

occurring competitors in this condition. Experiment 2 should have particularly weak time 

pressures, as no information is provided in the delay between trials; in Experiment 3, 

visual information is provided, which offers at least some opportunity for stimulus 

processing. There is thus no clear explanation for why the even weaker time pressures of 

Experiment 2 would fail to alter the learning strategy as in the onset competitors of that 

experiment and both sets in Experiment 3. 

An alternative explanation for these results is that the preview period served to 

help learners make predictions about the upcoming auditory stimulus, and thereby 

changed the lexical processing when the auditory stimulus was received. Learners’ 

processing of the visual information before auditory presentation may have impacted the 

course of auditory processing. The visual presentation included only two referents, which 

would allow participants to activate the names for each of the objects during the 1000 ms 

delay before auditory stimulus onset. Such pre-naming of the objects could lead to more 
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efficient processing of the word-forms once they are encountered. If the participants 

accurately covertly name both objects, they can suppress the competitor before the word 

even begins; if they know that a gonu is on the screen and no goba is present, they can 

activate the correct word-form upon only hearing the word-initial /g/. Such predictions 

would greatly reduce parallel associations, as parallel activation in general would be 

decreased. However, such effects could only emerge once participants can accurately 

name the visual objects – in early trials, the participants would be unable to activate the 

correct name in order to begin suppressing competitors. This would predict that earlier in 

training, participants in this condition should show increased competition, but that 

additional training eliminates this effect, as participants learn the word-referent pairings4. 

The data in the current experiment can not address this, as associations were only gauged 

at a single point, after the words were learned quite well. Such concerns of pre-naming 

are common in eye-tracking studies, as there is worry that participants are considering 

only the words of the displayed objects rather than using a more natural, unconstrained 

set of referents (Huettig & McQueen, 2007; Magnuson et al., 2007). However, these 

debates are as yet unresolved, leaving the extent to which pre-naming affects lexical 

processing an open question. 

The synchronous condition of Experiment 1 does not provide an opportunity to 

rely on such predictions to limit the considered acoustic candidates. During the 

synchronous presentation, auditory and visual information start simultaneously, so lexical 

processing begins before the participant has a chance to name the visual items. This 

allows unsupervised associative learning to initiate based on ongoing processing of both 

the visual and auditory stimuli. 

4 This would also help in natural word-learning situations. As the learner becomes more 
confident in word-referent pairings, they can begin to form predictions about what words will be 
said, and thereby decrease competitor effects. 
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Further experiments are thus needed in order to identify why participants with a 

preview period differ from those with the synchronous trial structure from Experiment 1. 

Although these results are suggestive that visual processing is playing a major role in the 

formation of word-referent associations, deeper investigation of pre-naming and visual 

activations could greatly clarify how learning is proceeding. Such experiments could test 

at different points throughout learning; participants in the synchronous condition should 

strengthen the spurious word-referent connections with additional word-referent training, 

whereas those in the preview condition of Experiment 3 should show a decrease in the 

effect after the word-referent mappings have been learned effectively. Alternatively, the 

inclusion of some form of auditory mask to limit pre-naming could eliminate learners’ 

ability to begin activating auditory word-forms before hearing the stimulus. Finally, the 

use of a within-participants manipulation can gauge whether time pressures lead to global 

changes in learning strategy. Experiment 4 utilizes a within-participants design, and so 

can speak to this. 

4.3 General discussion 

The first experiment in this dissertation demonstrated that manipulating the 

relative timing of auditory word-forms and their referents alters what associations are 

formed between word-forms and referents. When participants saw the potential referents 

while resolving lexical competition, they showed evidence of forming associations with 

both competing word-forms in parallel. The results of Experiments 2 and 3 offer a more 

nuanced picture of this process. These findings build on the evidence from Experiment 1, 

but they suggest that the interactions between stimulus timing, perceptual processing and 

word learning are quite complex. Associative learning appears to go beyond forming 

links between whatever stimuli are perceptually present; instead, learning also occurs on 

the basis of ongoing processing for working memory representations of stimuli. 
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Experiment 2 showed that learning does not end when visual and auditory stimuli 

end, but instead continues as participants continue processing these stimuli. Providing a 

delay between trials after the end of both auditory and visual presentation led to a 

decrease in competition from onset competitors. Participants were able to update their 

learned representations during this delay to reflect the resolution of competition from 

these competitors. However, such a decrease in competition was not apparent for offset 

competitors. Instead, participants continued to show evidence of spurious associations 

with these competitors. The delay between trials was thus not sufficient to overwrite the 

associations formed during lexical competition. Offset competitors are activated late in 

lexical processing, and their activation may extend until after word offset. Additionally, 

no forthcoming information after word offset contrasts with the offset competitors, so 

there is no additional pressure to suppress these competitors. As such, they may remain 

active longer, and continue to associate with the referents5. 

The results of Experiment 2 thus point to a complex interplay between stimulus 

timing, lexical processing dynamics and learning. Spurious associations do not form 

simply on the basis of playing words and showing pictures simultaneously; instead, the 

critical component is that the learner is maintaining active representations of a word-

form and referent simultaneously. The learning can occur on the basis of memory 

representations of the stimuli or actual physical co-occurrence. 

Experiment 3 presented a very different stimulus timing, in which visual referents 

were available before auditory stimuli. This provided participants with an opportunity to 

process the visual referents and predict their auditory labels (if the word-referent pairings 

were sufficiently learned). However, if the formation of word-referent mappings occurs 

5 In order to eliminate concerns of working memory representations of the stimuli, we attempted 
an experiment including visual masks after visual presentation. The results turned out quite 
similarly to those in Experiment 3. However, the visual masks likely don’t flush working 
memory, as there was no need for participants to encode these masks. 
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only on the basis of associating objects during perceptual co-occurrence, this design 

should continue to show the formation of spurious associations (as should the design in 

Experiment 2); when the auditory word was played, the visual referents were on the 

screen. In this case, participants showed no evidence of learned spurious associations 

between referents and phonologically-competing word-forms. This may suggest that the 

dynamics of visual object processing affect auditory activations (and thus learning of 

auditory-visual associations) – the capacity to name the visual stimuli before the auditory 

stimuli reduces competition during lexical activation (e.g., Chen & Mirman, 2012). 

Although the auditory signal and the visual referent are co-present during the trial, the 

processing of the auditory signal changes as a result of the preceding visual information. 

These results point to a failure to consider the processing dynamics of the visual stimuli 

in this experiment; including a visual preview period does more than lengthen trial, as 

participants are also actively processing these stimuli. Further research is needed on this 

point, but it offers a compelling explanation for the results. 

These results may thus also support a complex relationship between stimulus 

timing, on-line perceptual processing and learning. Interaction between representations 

can affect the activation profiles for stimuli before they have occurred, which in turn 

affect how the processing of these stimuli impacts learning. Unsupervised associative 

learning does not occur in a vacuum of raw stimulus-stimulus associations, but instead 

reflects specific activation patterns for representations of stimuli that emerge from a 

given task structure. 
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CHAPTER 5 

EXPERIMENT 4: TIMING EFFECTS WITHIN-PARTICIPANTS 

The preceding chapters detail how the relative timing of auditory and visual 

information affect the representations formed during word learning. Specifically, these 

experiments suggested that when the formation of associations can only occur during 

periods of lexical competition, learners form mappings between the correct word-form 

and its referent, as well as between competing word-forms and the same referent. Parallel 

activation during lexical access leads to the formation of parallel word-referent mappings. 

These results point to a critical interplay between real-time stimulus processing and 

learning in terms of which representations are formed. 

Although these preceding manipulations of timing are suggestive, it remains 

possible that the changes in the representations formed by participants were a result of 

more global changes in learning, rather than local differences in stimulus processing. 

Experiment 3 showed that preceding visual information eliminated the formation of 

spurious associations. Although this was interpreted as evidence of visual processing 

altering auditory activation, it may also have been evidence of more global changes in 

learning strategy when time pressures are relaxed. In each of the preceding experiments, 

all word-referent training trials for each participant used the same stimulus timing. Thus 

it is possible that the timing condition altered the way that the participant formed word-

referent mappings across all trials. For example, participants with synchronous 

presentation may have opted to always encode information early in the trial, whereas 

those in the delay presentation and those in Experiment 3 always waited until after 

competition resolved. Although such strategic changes appear unlikely, particularly given 

the results of Experiment 2, evidence that changes in learned representations emerge as a 

result of more local stimulus characteristics would offer a more thorough demonstration 

of real-time interactions between lexical activation processes and word learning.  
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To this end, Experiment 4 utilizes a within-participants design where timing is 

manipulated between word pairs learned by all participants. If the timing within an 

individual learning event affects the word-referent associations that a learner forms, 

words trained with synchronous timing should show increased competitor effects relative 

to those with delay timing. 

5.1 Introduction 

To investigate whether the increased competitor effects with synchronous 

stimulus timing emerged from continuous learning during periods of lexical competition, 

or if instead they resulted from altered overall processing strategies caused by changes in 

stimulus timing, Experiment 4 used a within-participants design to measure how timing 

manipulations affect word learning. This experiment mirrors many aspects of Experiment 

1, with the same delay timing and a synchronous condition without additional processing 

time following visual offset, to determine whether participants show word-specific 

increases in competitor effects when only some of the trained words are presented with 

auditory-visual synchrony. In this experiment, primarily onset competitor words are used; 

the within-participants design necessitated increasing the number of words to increase 

power, and this was best accomplished by focusing on a single type of competitor word.  

Evidence of word-specific changes to the representations formed in this study 

would reinforce the theory that the differences in learning in previous experiments occur 

because of online processing interacting with the learning process. However, if 

participants show a similar degree of competition between both synchronous and delay 

words, this suggests that the earlier effects arise from more global changes in the method 

of learning. 
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5.2 Methods 

5.2.1 Participants 

Forty-six participants from the University of Iowa community completed the 

study. Participants were paid $15 or received partial course credit for their participation. 

All participants self-reported normal hearing and normal or corrected-to-normal vision. 

Data from thirty-seven participants were included in analyses; eight additional 

participants were excluded for low accuracy at test (below 75% on all four onset 

competitor pairs), and one participant was excluded as a result of a poor eye-tracker 

calibration. 

5.2.2 Design 

The design mirrored that of Experiment 1 in many ways. Participants completed a 

phoneme-monitoring task to become familiarized with the words used in the study, and 

then learned the words in a cross-situational word-referent training task. Intermittent 

active trials were used throughout training to maintain participant focus and gauge 

learning. Participants were then tested using the VWP to determine the degree of 

interference from the referents of phonological competitors of the target word (and thus 

to gauge whether false associations were formed during learning). 

Several aspects of the design differed from Experiment 1. First, participants in 

this experiment learned eight onset competitors and four offset competitors. The 

additional onset competitors were necessary to increase power given the within-

participants design. The offset competitors were included to encourage participants to 

attend to word onsets1. These offset competitors were not used in analysis, as there was 

only one pair per condition per participant, leading to quite noisy data; inclusion of more 

1 An earlier version of this experiment did not include offset competitors. This resulted in 
decreased overall competitor effects. This likely occurred because listeners could ignore word 
onsets and still learn words quite effectively. 
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words was deemed out of reach for a single learning session, as pilot work showed poor 

learning when 16 words were trained. 

Interim test trials also differed from Experiment 1. In Experiment 4, these trials 

looked much like the word-referent training trials, but participants were asked to choose 

the correct referent. This allowed us to maintain the same appearance of all trials, 

continue timing manipulations during these test trials, and gauge learning in a manner 

that was more akin to the actual learning trials. 

Most importantly, the timing manipulation was done within-participants, rather 

than between-participants. Two of the four pairs of onset competitors and one of the two 

pairs of offset competitors were assigned to the synchronous condition; the other words 

were assigned to the delay condition. This assignment was chosen randomly for each 

participant from the pairs in the word list assigned to that subject. The two words in the 

competitor pair were always assigned to the same timing condition. During the training 

and interim trials, synchronous and delay trials were randomly intermixed, such that the 

participant received both types of trials throughout training but not in a predictable order. 

5.2.3 Stimuli 

Participants learned 12 novel words mapped to images of novel objects. The 

word-object pairings were randomized for every participant. The visual stimuli included 

the eight images used in the previous experiments, as well as four additional images that 

came from the same original set that the first eight were chosen from (Figure 5-1). 
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Figure 5-1: Additional visual referents included in Experiments 4 and 5. 
 
 
 

Increasing the number of words required altering the set of words learned. There 

is notable variability between words in terms of the degree of competitor effects; in an 

earlier version of this experiment, several of the words used produced minimal 

competitor effects in either condition. These poor competitor effects indicate little online 

coactivation between the words, and thus little chance to observe learning during (weak) 

parallel activation. To combat this issue, two distinct sets of words were chosen, with half 

of the participants learning each set (Table 5-1). This increases the likelihood of choosing 

words that exhibit strong online competition effects, and thus that offer the capacity to 

support learning of spurious associations during lexical competition. 
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Table 5-1: Phonetic transcription of words taught to participants in Experiments 4 and 5. 

WORD  SET 1 WORD SET 2 
Onset competitors Offset competitors Onset competitors Offset competitors 
ɵupsɛd ɵupsiv zɑimpæf jempæf rubsɪf rubsʌp dævlik hɛvlik 
bivdup bivdʌf vimbɑim vimbæl 
kælboʊm kælboit roikzɪb boʊkzɪb zeɪftad zeɪftug mɑgrʌs dʌgrʌs 
vɪsmeɪv vɪsmɑk lɪdzoʊv lɪdoil 

 
 
 

The auditory stimuli were two-syllable CVC’CVC words that adhered to the 

phonotactic rules of English and were syllabified between the two medial consonants. 

The switch to the more complex, six-phoneme words was chosen to increase the amount 

of overlap between competitors (in Experiment 1, competitors shared two of four 

phonemes; in this experiment, they shared four of six phonemes) and to limit the chance 

that some words could be learned by analogy to similar-sounding real words (e.g. in 

Experiment 1, bure sounds similar to BlueRay). Within each word set, words were chosen 

to minimize overlap across competitor pairs; there was no overlap between pairs at any 

phoneme position. The word sets included four pairs of onset competitors, which 

overlapped on the first four phonemes, and two pairs of offset competitors, which 

overlapped on the final four phonemes.  

Auditory stimuli were recorded from a male native speaker of English in a sound-

treated room. This speaker produced approximately 25 exemplars of each word. These 

were isolated in Praat and the 15 clearest exemplars of each word were selected. These 

were adjusted to have the same peak amplitudes, and 100 ms of silence was added to the 

beginning and end of each token. 
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5.2.4 Procedure 

This experiment followed the same basic procedure as in the previous 

experiments, but with minor variations in each task. The order of tasks remained the 

same, and all participants completed the same series of tasks.  

5.2.4.1 Pre-exposure 

Pre-exposure used phoneme-monitoring to familiarize participants with the words 

used in the study. Participants were advised to press the spacebar if the word they heard 

contained a “V” sound, and do nothing if it did not. Real-word examples of words with 

this sound in various lexical positions were provided in the instructions for the task. In 

each word set, five of the 12 words contained a “V” sound somewhere in the word. The 

timing for these trials was identical to that in previous experiments (if no space bar press 

was registered within 2000 ms of stimulus onset, the trial ended). All onset competitor 

words were presented eight times during this pre-exposure phase. Due to a programming 

error, half of the offset competitor words were presented eight times; the other half did 

not appear during pre-exposure2. Throughout pre-exposure, the auditory exemplar played 

was randomly selected from the 15 recordings of each word. 

5.2.4.2 Word-referent training 

Training trials used the cross-situational learning paradigm used in earlier studies 

to teach participants the word-referent pairings. For synchronous words, the visual 

stimulus presentation began simultaneously with auditory onset, and the images remained 

on the display for 800 ms. After this period, the trial completed, and the screen was blank 

for 550 ms before the next trial began. For delay words, visual stimuli onset 1000 ms 

2 Although this oversight was unfortunate, it is not predicted to affect the results; the offset 
competitor trials are not analyzed throughout the study, as they are included primarily to 
encourage participants to attend to word onsets. Of the stimuli played, four words in word set 1 
had “V” sounds and five in word set 2 did. 
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after the onset of auditory stimuli. They also remained on the screen for 800 ms, followed 

by 550 ms of blank screen before the succeeding trial. 

During the cross-situational word-referent training trials, participants formed 

associations based on the degree of co-occurrence between a word-form and a referent. In 

all the experiments in this dissertation, the randomly selected foil referent on any given 

trial was never the referent of the phonological competitor, to ensure that the learners had 

no reason to form an association between phonological competitors other than through 

parallel activation. However, in Experiments 1-3, all other referents were potential 

competitors. This should lead to weak associations between each referent and every other 

word except the phonological competitor; on 1/6 of trials, that pairing was accurate. 

These weak associations may mask the predicted competitor effects in this study; at test, 

the participant should have weak associations to the two unrelated items, making them 

only partially unrelated to the target. While this was clearly not an issue overall in 

Experiment 1 (since we nonetheless observed these effects), there was concern that the 

(possibly subtler) within-participant effects might be masked by such effects. Thus, to 

counteract these associations, we yoked the competitor pairs in Experiment 4 such that 

two pairs of items never co-occurred during training. These pairs were then used together 

at test to ensure that neither the competitor nor the unrelated items had encouraged the 

formation of associations with the referent during training.  

Two of the four onset competitor pairs and one of the two offset competitor pairs 

were assigned to each timing condition. Assignments were randomly selected for each 

participant from the word list assigned to that participant. Each pair was yoked to a pair 

from the opposite timing condition (i.e. each synchronous pair was yoked to a delay pair) 

to never co-occur during word-referent training. The offset competitors were always 

yoked to each other. Throughout training, the competitor for each trial was selected such 

that it was not the referent of the phonological competitor of the target, nor was it the 

referent of either of the words in the yoked pair; the competitor was randomly selected 
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from the remaining eight referents. The placement on the display of the target and 

distractor object was randomly selected for each trial. 

Each word was presented as the correct target 32 times, for a total of 384 training 

trials. These trials were blocked such that each word was a target once before any 

repetitions were encountered (interspersed with interim trials, as described below). 

Auditory stimuli during training included 10 of the 15 available exemplars for each word. 

Which 10 exemplars were used during training was randomly selected for each 

participant. During word-referent training and interim trials, a random choice from 

among these 10 exemplars was used each trial. 

5.2.4.3 Interim testing trials 

Interspersed throughout testing, participants completed active test trials to gauge 

how well they had learned the words, and to maintain their attention on the task. These 

trials differed substantially from the interim trials used in the previous experiments in 

order to more comprehensively control timing throughout training, to offer a more 

compelling measure of the trajectory of learning, and because parallel work (Roembke 

and McMurray, submitted) showed much better learning performance when participants 

made an active response during the learning trials.  

The interim trials used the same presentation format as the training trials, with 

two referents displayed on the monitor. Participants clicked the blue dot to begin the trial, 

then heard the word and saw the referents with their assigned timing manipulation from 

the training trials. After the visual referents were removed from the display, two boxes 

appeared in their place. Participants then clicked on the box they believed the referent of 

the played word had appeared in. The boxes remained on the screen until the participant 

clicked in one of them. No feedback was given. After the response, the boxes disappeared 

and 550 ms elapsed before the start of the next trial. To alert the participants that a 
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response was required on these trials, the background of the screen was green (instead of 

the white background of the regular word-referent training trials) throughout the trial. 

For these interim trials, foils were chosen as in the training trials: the foil was 

never the referent of the target’s phonological competitor, nor of either of the members of 

the yoked pair. Three interim testing trials were presented during each block of training. 

The target for these trials was selected randomly. 

5.2.4.4 VWP testing trials 

For the VWP testing trials, each competitor pair was always presented along with 

its yoked pair. Thus none of the four items on the display had ever appeared together 

during training. The location on the screen of each of these items was randomly selected 

for each trial. 

Before the first VWP trial, a drift correction was performed on the eye-tracker. 

Participants then completed 240 test trials, with a drift correction every 24 trials. Each 

block of 12 trials included one repetition of each target word. Participants completed 20 

such blocks. All VWP trials included the same timing as in all previous experiments, and 

there was no difference between trials for words in the different timing conditions. 

Auditory stimuli during the VWP trials were randomly selected from the five recorded 

exemplars of each word not used during training. 

5.3 Results 

5.3.1 Exclusions 

Due to the more difficult learning in this experiment (the increased number of 

words, the longer words, and the greater overlap between words), it was necessary to 

adopt different exclusion criteria. Whereas in the previous experiments all participants 

with below 75% accuracy on any set of words were excluded, in this experiment 

exclusions were done on a word-pair basis. Any pair for which a participant correctly 
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selected the target at least 75% of the time at test was included. For eight participants, 

accuracy was below this threshold for all four pairs of onset competitors; all data from 

these participants were excluded. These participants were evenly split between the two 

word lists (four from each). One additional participant was excluded from all analyses 

because of poor eye-tracking. The remaining 37 participants each contributed at least one 

word pair to analyses. The majority of these participants contributed data to both training 

conditions; three participants did not have an included delay pair, and another three did 

not have an included synchronous pairs. Five of these participants learned word list 2. 

The remaining 31 participants had at least one included word pair in both training 

conditions. 

For these 37 participants, there were 148 possible pairs of onset competitor words 

(37 participants × four pairs). Of these 148 pairs, 114 had accuracy high enough at test to 

include in the analysis. Figure 5-2 displays the distribution of those pairs that were 

excluded. The 34 excluded pairs were exactly evenly split between the synchronous and 

delay conditions (17 excluded from each). However, the majority of excluded pairs came 

from word list 2 (8 from word list 1, 26 from word list 2), suggesting that learners 

struggled more with this set of words (although approximately the same number of 

participants in the two groups failed to learn completely). 

5.3.2 Pre-exposure 

Overall, participants were relatively good at the pre-exposure task. Participants 

accurately identified words that contained a “V” sound in 91% of trials and accurately 

rejected words that did not have a “V” sound in 82% of trials. These values were quite 

consistent if word pairs that were excluded from analysis due to poor VWP performance 

were not included (92% correct positives; 82% correct rejections). Participants 

responding to word set 2 were slightly more accurate than those responding to word set 1, 

especially for trials where no “V” sound was present (Figure 5-3). These data were 
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Figure 5-2: Experiment 4 – Number of word pairs excluded due to low accuracy at test, 
by word list and condition. Overall, 34 pairs were excluded. 

 
 
 

analyzed with a mixed effects model using a binomial linking function. Word-set 

(contrast coded) and trial-type (without or with a “V” sound, contrast coded as -.5/+.5) 

were fixed factors, while participant and auditory stimulus3 were random intercepts. No 

random slopes were included as they did not improve model fit for the VWP analyses (by 

χ2 test, p=.41); all models within this experiment used the same random effects structure 

for consistency. The fixed effects were not correlated (R=-.088). This analysis revealed 

no significant main effect of list (B=.19, SE=.38, Z=.51, p=.61). Although participants 

were numerically more accurate for word set 2, this difference was not reliable. However, 

there was a main effect of trial-type (B=.94, SE=.24, Z=3.9, p=.0001), as participants 

were much more accurate for “V” present trials. There was no interaction (B=-.0042, 

SE=.48, Z=-.009, p=.99).  

3 In other cases, the identity of the stimulus has been used as a random effect. Here, I used the 
actual stimulus as the random effect because stimulus identity is perfectly correlated with trial-
type. Including word rather than stimulus would thus mask effects of trial-type. 
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Figure 5-3: Experiment 4 – Accuracy of identifying whether a word had a “V” sound 
during pre-exposure, by word set and trial type. Error bars represent standard error for 
that condition. 

 
 
 

5.3.3 Interim testing results 

The interim testing trials provide insight into the progress of learning throughout 

training. This is particularly interesting in the current experiment, as many of the words 

were not learned effectively. These trials thus offer a measure of whether participants 

learned anything about these words, or whether they showed no improvement throughout 

training for the words. Figure 5-4 contrasts the course of learning for words whose 

accuracy at test was sufficient for inclusion with the learning for words which showed 

poor performance at test. Interestingly, both types of words reached near-ceiling 

performance by the end of training, though the words that were inaccurately identified at 

test did so more slowly4. Breaking down performance by training condition (Figure 5-5) 

4 The impressive performance for these trials likely emerges in part from the easier task than that 
used in the VWP: these trials only include two response possibilities, and phonological 
competitors are never present as foils. 
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Figure 5-4: Experiment 4 – Accuracy of responses during interim testing trials for 
Experiment 4 words that were accurately identified during the VWP test and those that 
were poorly identified during the VWP test. 

 
 
 

shows little effect of training condition for words that are learned effectively; words that 

were not learned well are more difficult to gauge, as the low number of observations per 

cell (only 17 word pairs of each type were not learned, and each block included only 

three total trials per participant) leads to noisy data5. Because there were so few 

observations of these trials, only words that were accurately learned were included in the 

statistical analysis6. 

The data for the words with accuracy above criterion in the VWP trials were 

entered into a mixed effects model with a binomial linking function. Accuracy during the 

5 Because of the very small number of word pairs with poor learning performance in word list 1, 
these data are not broken down by word list and accuracy at test. Figure 5-6 displays word list 
effects for words that were accurately identified at test.  

6 Including the words that were poorly identified at test exhibited qualitatively similar statistical 
results, except that the interaction between block and word list dropped out of significance. 
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Figure 5-5: Experiment 4 – Accuracy of responses during interim testing trials for 
Experiment 4 across training blocks, by training condition. A) Words accurately 
identified at test. B) Words poorly identified at test. 

 
 
 

interim trials was the DV, while training block (32 blocks7, entered as raw block 

number), word list (contrast coded) and training condition (contrast coded) were fixed 

factors. Participant and auditory word were random intercepts. Word list and block were 

mildly correlated (R=-.22); no other factors were correlated (all R<.1). The effect of 

timing condition was not significant (B=-.29, SE=.28, Z=-1.03, p=.30), signaling similar 

learning between words with different stimulus timing. There was also no main effect of 

word list (B=-.19, SE=.38, Z=-.50, p=.62). The main effect of block was highly 

significant (B=.13, SE=.013, Z=10.25, p<.00001), as participants were more accurate on 

later blocks than on earlier ones. The effect of block interacted with word list (B=.073, 

SE=.025, Z=2.89, p=.0039), as the words in word list 2 were learned slightly faster than 

those in word list 1 (Figure 5-6). No other interactions reached significance (word list × 

training condition: B=.21, SE=.57, Z=.36, p=.72; training condition × block: B=.034, 

SE=.025, Z=1.35, p=.18; word list × training condition × block: B=.0068, SE=.050, 

Z=.14, p=.89). 

7 In this experiment, there were interim trials in every block, so learning was gauged more often. 
In the previous experiments, learning only occurred once per four blocks, hence the larger 
number of blocks in this experiment. 
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Figure 5-6: Experiment 4 – Accuracy of responses during interim testing trials for 
Experiment 4 across training blocks, by word list. 

 
 
 

5.3.4 VWP testing trials 

All VWP analyses for Experiment 4 focus exclusively on onset competitor trials. 

Given the design, there were not enough offset competitor trials to conduct an appropriate 

analysis of performance. These analyses were conducted only on those word pairs that 

passed the exclusion criteria detailed in section 5.3.1. 

5.3.4.1 Accuracy 

Accuracy for the word pairs included in analysis was quite high, and this was 

consistent across word lists and training conditions (Figure 5-7).  A mixed effects model 

with a binomial linking function was used to interpret these data. Fixed effects were 

training condition and word list (contrast coded), while participant and auditory word 

were random intercepts. The fixed effects were not correlated (R=-.036). This analysis 

revealed no reliable differences in accuracy between any factors (training condition: B=-. 
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Figure 5-7: Experiment 4 – Accuracy for included word pairs in the VWP trials of 
Experiment 4, by training condition and word list. Error bars represent standard error for 
that condition. 

 
 
 

× word list: B=-.19, SE=.25, Z=-.78, p=.44). As in the previous studies, there was no 

evidence that words training under synchronous timing were learned more poorly than 

those with the delay training. 

5.3.4.2 Eye movements 

Eye movements to visual competitors were analyzed relative to looks to the 

unrelated objects using log-odds-ratios, as in previous experiments (Figure5-8). We used 

the same analysis window as in previous experiments (500 ms to 1500 ms), and 

computed the log-odds-ratio based on the mean number of looks to the competitor object 

during this window relative to looks to the mean of the two unrelated items during the 

same window (Figure 5-9). This log-odds-ratio served as the DV for a mixed effects 

model of this data. One stimulus for one participant was excluded (out of 224) because no 

looks were made to either unrelated object during the time window; this stimulus came 

from the delay condition, and had no looks to the unrelated object. The model used a 
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Figure 5-8: Experiment 4 – Log-odds-ratio of proportion of competitor looks to 
proportion of looks to average unrelated item across time, by training condition. A) Word 
list 1. B) Word list 2. 

 
 
 

linear linking function, and included training condition and word list (contrast coded) as 

fixed factors, as well as participant and auditory word as random intercepts. The fixed 

effects were not correlated (R=-.018). To determine significance values, MCMC 

simulations were conducted.  

Somewhat surprisingly, this analysis did not reveal a main effect of training 

condition (B=-.038, SE=.038, pmcmc=.32).  Word list was also not significant (B=.057, 

SE=.059, pmcmc=.34). However, the interaction of training condition and word list was 

marginally significant (B=-.14, SE=.076, pmcmc=.057). To examine this interaction, simple 

effects analyses were conducted on each word list. These models used the same structure 

as above, but included training condition as the only fixed factor. For word list 1, the 

effect of training condition was not significant (B=.035, SE=.049, pmcmc=.47). However, 

for word list 2, the effect was marginally significant (B=-.11, SE=.059, pmcmc=.083), with 

a larger competitor effect for the synchronous words than for the delay words. 

As in Experiment 1, data from the first and second half of the VWP trials were 

analyzed to determine whether the effect was consistent throughout testing. Note that this 

experiment included fewer VWP trials (320 in earlier experiments; 240 in current 

experiment), so these conditions comprise somewhat less data. The log-odds-ratios across 
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Figure 5-9: Experiment 4 – Log-odds-ratio within the 500-1500 ms analysis window, by 
training condition and word list. Error bars represent standard error for that condition. 

 

Figure 5-10: Experiment 4 – Log-odds-ratio of proportion of competitor looks to 
proportion of looks to average unrelated item across time, by training condition. A) First 
block for word list 1. B) First block for word list 2. C) Second block for word list 1. D) 
Second block for word list 2. 
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the analysis window are displayed in Figure 5-10; the mean log-odds-ratios used in the 

analysis are shown in Figure 5-11. Whereas word list 1 appears to show little 

differentiation between training conditions for either block of testing trials (and perhaps a 

small reversal of the effect for later trials), word list 2 shows a strong effect in the first 

block of testing trials that diminishes somewhat later in testing. These results were 

analyzed by adding testing block (contrast coded: -.5 for block 1, +.5 for block 2) to the 

mixed effects model used above. This model thus included training condition, word list 

and testing block as fixed factors; these factors were not correlated (all R<.015). Because 

there were fewer trials per cell, a slightly higher (though still small) number of stimuli 

were excluded from analysis (16 of 448 excluded). The delay condition contributed 10 of 

these cases. No looks were made to the unrelated objects for 10 cases, and none were 
 
 
 

Figure 5-11: Experiment 4 – Log-odds-ratio within the 500-1500 ms analysis window, by 
training condition, word list and test block. Error bars represent standard error for that 
condition. 
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made to the competitor for the remaining six cases. No main effects and no interactions 

were significant in this analysis (Table 5-2). 
 
 
 

Table 5-2: Results of statistical analysis of VWP trials in Experiment 4 by testing block. 

Factor B SE pmcmc 
Training condition -.032 .038 .39 
Word list .085 .070 .23 
Test block -.016 .037 .67 
Condition × list -.11 .075 .13 
Condition × block .059 .073 .42 
List × block -.11 .073 .15 
Condition × list × block -.055 .15 .71 

 
 
 

We next analyzed fixations to the target object (Figure 5-12). There appeared to 

be very little difference in target fixation between conditions. A mixed effects model was 

used to confirm this. We maintained the 500-1500 ms analysis window and used the 

empirical logit transform of the raw proportion of looks to the target during this window 

as the dependent variable. This model used a linear linking function, and it included 

training condition and word list as fixed factors, and participant and auditory word as 

random effects. The fixed factors were not correlated (R=-.011). This analysis confirmed 

that there were no differences in target fixation as a function of training condition (B=-

.011, SE=.026, pmcmc=.78) nor of word list (B=.012, SE=.077, pmcmc=.90), and the 

interaction was not significant (B=-.027, SE=.053, pmcmc=.61). Looks to the target were 

extremely consistent across training conditions and across the two word lists. 
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Figure 5-12: Experiment 4 – Proportion of looks to target items across time, by training 
condition. A) Word list 1. B) Word list 2. 

 
 
 

5.4 Discussion 

The use of a within-participants design in this experiment offered only weak 

support for lexical activation dynamics altering the course of word learning. For a subset 

of words used, auditory-visual synchrony led to increased interference from phonological 

competitors at test, as predicted by theories of continuous associative learning, although 

this increase was modest. However, the other word set showed no effect in either 

direction, with virtually no difference in the degree of competition seen for the two 

timing conditions. 

The presence of increased competition in one word list, however, is encouraging. 

The separate word lists were created in part because some words produce weak 

competitor effects. Word list 2 showed a trend toward greater overall competitor effects 

(although the main effect of word-list was not reliable), suggesting that perhaps one 

reason for the lack of effect in word list 1 is weaker co-activation during learning.  

It is unclear why there was so much variability in competitor effects between 

word sets. Both sets of words included substantial phonological overlap, with the initial 

four phonemes shared by the onset competitor pairs. There was no apparent difference in 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 200 400 600 800 1000 1200 1400 1600 1800 2000

delay
sync

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 200 400 600 800 1000 1200 1400 1600 1800 2000

delay
sync

Time

Pr
op

or
tio

n 
of

 lo
ok

s

Time

Pr
op

or
tio

n 
of

 lo
ok

s

A B



www.manaraa.com

131 
 

the speed of learning the two word sets, and they showed similar patterns of target 

fixation at test. Word list 2 showed slightly increased incidence of failed learning of 

specific word pairs, although participants in the two training conditions were equally 

likely to show complete failure to learn all words in the study. One potential source is 

durational differences. Both word sets used in this experiment were longer than those 

used in Experiments 1-3 (word set 1 mean: 837 ms; word set 2 mean: 858). Additionally, 

the increased overlap between the words may have led to longer-lasting competitor 

effects. These factors may have led to ongoing coactivation into the visual presentation in 

the delay trials of this experiment. This would reduce the difference between conditions, 

masking spurious associations in the synchronous condition.  

Another alternative is that yoking competitor pairs to never co-occur during 

training affected performance at test. Perhaps the overall zero association strength 

between all foils and the target word led participants to approach the VWP task 

differently; the lack of ambiguity may have caused them to be more certain in their target 

choice, suppressing competitor activations. Future work is needed to test these 

hypotheses. 

Creating additional lists which mix together the words from the two word sets 

would allow a more thorough investigation of the differences between the word sets. 

Such a manipulation would demonstrate whether specific words are driving the loss of 

effect for word list 1, or whether instead it is the confluence of all words included in that 

set (or alternatively, if the words in word list 2 somehow overinflated the effect). The 

final experiment in this dissertation incorporates this manipulation while also 

investigating alternative forms of learning. Future work should more directly investigate 

the difference between competitor effects for different word sets in a situation akin to this 

experiment. 

The stronger competition effects in the between-participants manipulation than in 

the within-participants study may suggest that altering the timing during training exerts 
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global changes on the way that new words are learned. When referents are frequently 

unavailable until late in the lexical activation process, the learner may adopt a global 

strategy of waiting to perform any encoding. In Experiment 4, half of the trials used the 

delay timing, which may have triggered a decrease in the use of immediate encoding. The 

smaller competition effect for word list 2 suggests that such a decrement is not complete 

for all words. In order to more fully investigate global vs. local effects of stimulus timing 

on word learning, more studies are needed. Adjusting the relative number of synchronous 

and delay trials could elucidate how the statistics of timing across trials affects global 

learning strategies. 
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CHAPTER 6 

EXPERIMENT 5: ALTERNATIVE FORMS OF LEARNING 

The experiments to this point have demonstrated that under certain circumstances, 

a word learning task that encourages use of unsupervised learning leads to temporally-

continuous learning during periods of real-time lexical competition. When learners are 

presented with auditory and visual information simultaneously and not given a chance for 

lexical competition to suppress competing word-forms after trials, they form associations 

with referents and competing word-forms that were activated in parallel. This offers 

evidence that, at least in some circumstances, unsupervised learning is continuous in 

time, without any monitor or thresholding mechanism to determine when competition is 

resolved to initiate learning. These results additionally suggest that adult learners at least 

sometimes use unsupervised associative mechanisms to learn novel words, and that they 

maintain multiple potential word-referent mappings for the same referent simultaneously. 

Still unexplored is how ubiquitous temporally-continuous learning effects are 

when other forms of learning are encouraged. The previous experiments all relied on a 

purely passive learning task, in which participants simply looked and listened as word-

referent pairings were displayed. Although they were told to try to learn the 

correspondences between specific words and referents, they did not have to make 

responses on most trials (although they did on the occasional interim trials), which may 

have encouraged them to rely more heavily on unsupervised mechanisms.  

Even absent feedback, the simple act of making a response could conceivably 

affect learning. Response generation may affect the form that learning takes in several 

ways. First, when making a response, the learner marks a particular time as the 

appropriate time to perform learning. The participant could wait to build or update word-

referent mappings until she makes a response, which is likely after most competition has 

resolved. Second, the act of forming the response itself requires fairly comprehensive 
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stimulus processing, such that the participant can identify the referent in order to 

determine which response is most appropriate. This forced competition resolution could 

lead learning to have a stronger basis in post-competition lexical activation, thereby 

limiting the formation of spurious associations (as in McMurray et al, 2012). Finally, 

response generation may enable a completely different form of learning in some 

paradigms. Responses can be judged with feedback to determine whether they were 

based on effective associations. This feedback could be an external teaching signal 

identifying whether the response was correct, or it could be more of the prediction error 

variety, where responses are maintained across trials and judged at later events when the 

available stimuli either confirm or disconfirm the linkages that were used to make these 

responses (Roembke & McMurray, submitted). 

Even as the response may shape learning in multiple ways, as a participant is 

generating a response continuous unsupervised learning may occur. As a result, while 

processing the visual and acoustic stimuli in order to form a response for the trial, the 

learner may be forming associations on the basis of active representations. Response 

generation may thus occur independently of learning. It is therefore an open question 

whether response generation affects the way that temporal processing dynamics interact 

with learning. Experiment 5 provides a detailed analysis of whether other learning tasks 

that require responses lead to evidence of continuous encoding during competition 

resolution.  

6.1 Introduction 

The preceding experiments rely on a learning task that highly emphasizes the use 

of passive, unsupervised learning. During the learning trials, participants were presented 

with multiple potential referents, forcing them to learn words through associations 

formed across trials. Because no responses were required on the primary learning trials, 

this was a fairly passive process; the learners were able to form word-referent mappings 
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by passively tracking the co-occurrence statistics of word-forms and referents, and never 

had to generate a response to signify which of the possible referents the word referred to. 

This design was chosen because it provided the strongest opportunity to measure 

continuous encoding during unsupervised learning without any events to favor specific 

points in time (or processing). Indeed, the design was fairly successful in this goal, 

exhibiting strong evidence that learning happens continuously during processing for 

between-participants designs and more modest evidence in within-participants designs. 

These experiments have demonstrated that under some circumstances, word learning 

proceeds continuously in time, with mapping occurring during periods of parallel 

activation. 

However, alternative forms of learning may alleviate this effect. Specifically, 

when the learning task signals a specific time to form mappings, learners may withhold 

learning until this signal occurs. Such a signal is readily apparent in a learning task that 

incorporates feedback; when the signal identifying the accuracy of the learner’s choice is 

received, learning can proceed. Indeed, in error driven learning rules, mappings cannot be 

updated without both the response and the feedback, so no learning can take place until 

this point in time. As discussed in Chapters 1 and 2, this learning is likely to operate on 

post-competition representations, and it is therefore somewhat removed from the 

dynamics of lexical competition. Yet other signals within the trial could also operate as 

cues to learn after competition is resolved. When the task calls for a response even 

without feedback, the learner could base her mapping on the active representations when 

this response is given. These responses likely occur late in the lexical activation process, 

when most competitors have been suppressed. However, there remains ambiguity in the 

mapping, as no feedback signals whether the learner made an accurate response. Thus the 

learning remains unsupervised in some ways despite having a potential signal for when to 

initiate learning. 



www.manaraa.com

136 
 

Experiment 5 investigates how response generation and feedback affect the 

interaction between word learning and the temporal dynamics of lexical activation. 

Participants in this experiment made responses on every learning trial signaling which 

referent they believe matches the auditory word-form they heard. Half of the participants 

received feedback on their selection. As in Experiment 4, stimulus timing was 

manipulated within-participants, with half the words trained with the synchronous timing 

of Experiments 1 and 4, and half trained with the delay timing of these experiments. This 

experiment allows differentiation of the representations formed when a response is given, 

and offers insight into whether feedback is required to eliminate continuous learning.  

If response generation itself cause learners to delay learning until a response is 

made, neither participants receiving feedback nor those without feedback should show 

evidence of forming spurious associations. However, if the formation of a response on its 

own doesn’t affect learning, the participants without feedback are predicted to show 

evidence of spurious associations, while those who receive feedback are predicted to 

show no such associations. It is not predicted that those learning with supervision will 

show spurious associations, as this form of learning provides information to update 

learned mappings only quite late in the lexical competition process (as described in 

Chapters 1 and 2).  

6.2 Methods 

6.2.1 Participants 

Thirty-five participants from the University of Iowa community completed this 

experiment. Participants were paid $15 for their participation. All participants self-

reported normal hearing and normal or corrected-to-normal vision. Three participants 

were excluded for low accuracy at test (below 75% on all four onset competitor pairs).  
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6.2.2 Design 

The design mirrored that of Experiment 4 in many respects. Participants 

performed a phoneme-monitoring task before the word-referent training to become 

familiarized with the auditory word-forms. They then learned the words in a cross-

situational learning task with two visual referents presented on each trial. The relative 

timing of the auditory and visual stimuli was manipulated within-participants, using the 

same timing as in Experiment 4; half of the words were learning with synchronous timing 

and half with delay timing. After learning, participants’ word-referent mappings were 

tested using the VWP to determine whether the degree of interference was larger under 

conditions of synchronous training. 

The training trials in Experiment 5 added a response component that did not occur 

in previous experiments (although it is quite similar to the interim trials in Experiment 4). 

On every trial, participants indicated which referent they believed matched the auditory 

word played. This response was made after the visual stimuli were removed from the 

screen; two open boxes replaced the images, and the participants clicked in the box where 

they believed the correct referent had occurred. Half of these participants received 

feedback indicating whether their choice was correct, consisting of a “ding” if they chose 

the correct referent and a “buzz” if they chose the incorrect referent. The other 

participants received no feedback. Because responses were made on every training trial, 

no interim trials were necessary in this experiment.  

6.2.3 Stimuli 

The stimuli were identical to those used in Experiment 4. However, given the 

quite significant differences between the two lists in Experiment 4, I constructed two 

additional word lists by swapping words between the two original word lists to ensure 

greater variety in the particular sets of words seen by any given participant (Table 6-1). 

These additional lists included slight overlap between some phonemes across competitor  
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Table 6-1: Phonetic transcription of additional word lists used in Experiment 5. 

WORD  SET 3 WORD SET 4 
Onset competitors Offset competitors Onset competitors Offset competitors 
rubsɪf rubsʌp zɑimpæf jempæf ɵupsɛd ɵupsiv roikzɪb boʊkzɪb 
vimbɑim vimbæl bivdup bivdʌf 
kælboʊm kælboit dævlik hɛvlik zeɪftɑd zeɪftug mɑgrʌs dʌgrʌs 
vɪsmeɪv vɪsmɑk lɪdzoʊv lɪdoil 

 
 
 

pairs; this was unavoidable given the initial words. The same set of auditory stimuli from 

Experiment 4 were used, and these stimuli were distributed between tasks in the same 

way (10 exemplars used in word-referent training, five alternative exemplars use in VWP 

testing). 

6.2.4 Procedure 

Many aspects of the procedure of Experiment 5 were identical to that of 

Experiment 4. The pre-exposure phase was identical, except that the error which 

prevented two of the offset competitor words from being presented during pre-exposure 

was fixed so that all 12 words were heard eight times each. This increased the number of 

trials from 80 to 96. The VWP was identical in all respects to Experiment 4. However, 

the word-referent training differed substantially for Experiment 5. 

Participants initiated word-referent training trials by clicking on the blue dot in 

the center of the screen. After 100 ms, the auditory stimulus was played. For the 

synchronous items, the two visual referents were displayed simultaneously with the 

auditory stimulus; in the delay condition, 1000 ms elapsed between the onset of the 

auditory stimulus and the display of the referents. The alternative referent in this 

experiment was selected as in Experiment 4; it was never the referent of the phonological 

competitor, and it was never the referent of either member of the yoked competitor pair 
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for the target. In both conditions, the visual images remained on the screen for 800 ms. 

After visual stimulus offset, the images were removed and open black boxes were 

displayed surrounding the locations were the referents had been displayed. The mouse 

cursor was made visible simultaneously to these boxes, and participants were told to click 

in the box that contained the picture they think the auditory stimulus identified. Only 

mouse clicks after the black boxes appeared were registered.  

In both the active unsupervised (no feedback) and the supervised (feedback) 

condition, after the participant clicked within one of the boxes, 300 ms elapsed and then 

the screen went blank. In only the supervised condition, auditory feedback was provided 

immediately after the click during this intervening period. This feedback consisted of a 

positive “ding” sound if the participant made the correct choice and a negative “buzz” 

sound if they chose incorrectly. For both conditions, after this 300 ms period (whether or 

not feedback occurred), a further 250 ms inter-trial interval separated the trials; this 

equated the total trial duration to that of the passive learning in the previous experiments. 

The nature of the learning task was predicted to greatly accelerate learning speed; 

in recent cross-situational learning studies using highly similar stimuli, Roembke and 

McMurray (submitted) found that learning was quite rapid when participants made a 

response on every trial, even without feedback. As such, this experiment only included 20 

blocks of trials (12 trials per block) rather than the 32 blocks used in previous 

experiments. Thus there were 240 training trials presented during word-referent training.  

6.3 Results 

6.3.1 Exclusions 

As in Experiment 4, only onset competitors were included in the bulk of analyses 

here (both word-types were included in analysis of the pre-exposure data). Within these 

onset competitors, exclusion criteria for Experiment 5 were identical to those used in 

Experiment 4. For each participant, the accuracy of choosing the correct target during the 
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VWP testing trials was examined for each word pair. Any pair whose accuracy was 

below 75% was excluded for that participant. For three participants, all four onset 

competitor pairs fell below this threshold, so these participants were completely excluded 

from analysis. Two of these participants were in the supervised condition. For the 

remaining 32 participants, there were 128 possible pairs of onset competitors (32 

participants × four pairs). Of these, 101 had accuracy that exceeded the threshold for 

inclusion in analysis. The distribution of excluded pairs is displayed in Figure 6-1. Most 

of these pairs were in the supervised condition (19 of the 28); combined with the two 

participants dropped completely from analysis, this suggests that feedback may have 

impaired learning. Words in wordlist 2 were the most likely to be learned poorly (12 pairs 

in this list did not reach criterion); wordlist 1 was the most accurately identified (only one 

excluded pair). All wordpairs were excluded for at least one participant; however, the 

pair lidzoil and lidzove was excluded more than any other pairs (seven exclusions; no 

other word had more than four). Nearly every included participant had at least one 

training pair exceed the accuracy threshold in each training condition. Of the supervised 

participants, one had no pairs for synchronous and one had no pairs for delay. Of the 

active unsupervised participants, two had no pairs for delay. The remaining 28 

participants had included data in both conditions. 

6.3.2 Pre-exposure 

Overall, participants performed quite well during the pre-exposure task. 

Participants correctly identified the words that had a “V” sound in 94% of trials, and 

showed a false alarm rate on trials without a “V” sound of around 11%. These error rates 

are well in line with those of previous experiments (e.g. Experiment 1: 93% correct 

recognition; 10% false alarm rate). 
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Figure 6-1: Experiment 5 – Number of word pairs excluded from analysis due to low 
accuracy at VWP test, by word list and condition. Across all conditions, 27 pairs were 
excluded. 

 
 
 

6.3.3 Word-referent training 

Experiment 5 allowed tracking of learning throughout word-referent training, as 

participants made a response on every trial. Thus the training data serve as a measure of 

the trajectory of learning, much as the interim trials offered this in previous experiments. 

In these analyses, as in those for the interim trials of Experiment 4, we consider 

separately those word pairs that were learned effectively and those that were not learned 

at the time of VWP testing (Figure 6-2). 

The words that showed accurate performance at test were learned quite 

effectively. As in the previous experiment, those words that had poor accuracy during the 

4AFC VWP trials also showed quite high performance during 2AFC training. However, 

these words were learned more slowly and did not reach ceiling (Figure 6-2). Because 

there were very few word pairs that did not meet the criteria for acceptance, no statistical 

analyses were conducted on these data. 
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Figure 6-2: Experiment 5 – Accuracy of responses during training trials for Experiment 5 
words that were accurately identified at test and those that were poorly identified at test. 

 
 
 

Analyses on these data were conducted in two ways. First, all word pairs with 

below-criterion accuracy in the VWP trials were excluded to compare learning only for 

those words that were included in the analyses for the other tasks. Second, all word pairs 

were included to determine how learning differed as a function of timing- and feedback-

condition, independently of later performance. 

For both analyses, learning was considered as a function of both training-

condition (synchronous or delay) and feedback-condition (active unsupervised or 

supervised; Figure 6-3A and B excluding low-performance pairs; Figure 6-3C and D 

including all word pairs). Participants in all cells reached high levels of performance 

during training. These data were analyzed using two separate mixed effects models for 

the two ways of analyzing the data. Each included training-condition (contrast coded: 

synchronous: -.5; delay: +.5) and feedback-condition (contrast coded: active 

unsupervised: -.5; supervised: +.5) as fixed factors, and participant, word-list and  
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Figure 6-3: Experiment 5 – Accuracy of responses during word-referent training trials 
across blocks, by training-condition and feedback-condition. A) Active unsupervised, 
excluding low accuracy pairs. B) Supervised, excluding low accuracy pairs. C) Active 
unsupervised, including all pairs. D) Supervised, including all pairs. 

 
 
 

auditory-word as random intercepts. No random slopes were used as adding random 

slopes of timing condition by participants did not improve fit for analysis of the eye-

tracking data (by χ2 test, p=.93)1. The fixed factors were not correlated (all R<.03). The 

results of these analyses are displayed in Table 6-2 for analysis excluding poorly-learned 

pairs, and Table 6-3 including all pairs.  

In the analysis excluding the poorly-learned pairs, the main effect of block was 

significant, as participants improved on later blocks. No other main effects or interactions 

approached significance, signaling that all words were learned approximately as quickly 

as one another. However, when including all word pairs, block was significant, but there 

were also significant interactions of feedback-condition × training-condition and  

1 We maintain this model structure throughout all analyses of this experiment for consistency. 
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Table 6-2: Results of statistical analysis of word-referent training trials in Experiment 5, 
excluding word pairs below accuracy criterion at VWP test. 

Factor B SE z p 
Timing condition .091 .15 .63 .53 
Feedback 
Condition 

.39 .26 1.53 .13 

Block .22 .0091 24.0 <.0001 
Feedback × 
Timing 

-.26 .28 -.90 .37 

Timing × block -.0027 .018 -.15 .88 
Feedback × block -.013 .018 -.69 .49 
Timing × 
feedback × block 

.042 .036 1.18 .24 

 

 

 

Table 6-3: Results of statistical analysis of word-referent training trials in Experiment 5, 
including all word pairs. 

Factor B SE z p 
Timing condition .14 .12 1.10 .27 
Feedback 
Condition 

.42 .27 1.59 .11 

Block .19 .0072 26.7 <.0001 
Feedback × 
Timing 

-.48 .24 -2.01 .044 

Timing × block -.0002 .014 -.012 .99 
Feedback × block -.016 .014 -1.09 .27 
Timing × 
feedback × block 

.082 .028 2.90 .0038 
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feedback-condition × training-condition × block. Simple effects analyses investigated this 

latter interaction by comparing training-condition and block separately in each feedback-

condition (using identical model structure, but without feedback-condition as a factor). 

The model for the active unsupervised participants showed a significant effect of 

training-condition (B=.40, SE=.18, Z=2.27, p=.023), with better performance for delay 

words, and a significant effect of block (B=.20, SE=.010, Z=19.37, p<.0001). The 

interaction was also significant (B=-.040, SE=.020, Z=-1.98, p=.048). Inspection of the 

data across blocks suggests that this interaction may have emerged from poorer 

performance for synchronous words in early blocks but equivalent performance in later 

blocks. The supervised condition, meanwhile, showed no main effect of training-

condition (B=-.12, SE=.17, Z=-.67, p=.50). The effect of block was significant (B=.18, 

SE=.010, Z=18.38, p<.0001). The interaction was also significant (B=.041, SE=.020, 

Z=2.06, p=.039). However, the interaction was in the opposite direction as that of the 

active unsupervised condition. The participants in the supervised condition appeared to 

learn the delay words slightly faster. 

6.3.4 VWP testing trials 

As in the analysis of Experiment 4, VWP analyses focused on onset competitor 

trials, as there were insufficient offset competitors to conduct an appropriate analysis of 

performance. Analyses of the VWP data only used words that exceeded the accuracy 

criteria detailed in 6.3.1. 

6.3.4.1 Accuracy 

Overall accuracy on the VWP trials was high for all words (M=94.9% correct). 

This level of accuracy was consistent across the different timing and feedback conditions 

(Figure 6-4). These data were analyzed using a mixed effects model (binomial linking 

function) with training-condition and feedback-condition (contrast coded) as fixed 

factors, and participant, auditory word, and word list as random intercepts. The fixed  
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Figure 6-4: Experiment 5 – Accuracy for included word pairs in the VWP trials of 
Experiment 5, by training-condition and feedback-condition. Error bars represent 
standard error for that condition. 
 
 
 

factors were not correlated (R=-.084). This analysis did not reveal any difference between 

training-conditions (B=-.041, SE=.029, Z=-1.41, p=.16) nor of feedback-conditions 

(B=.26, SE=.37, Z=.70, p=.49), and the interaction was not significant (B=.020, SE=.057, 

Z=.36, p=.72). Thus accuracy was consistent across the different comparisons. 

6.3.4.2 Eye movements 

As in previous experiments, eye movements were analyzed by considering looks 

to the competitor relative to looks to the average unrelated item. This was accomplished 

using log-odds-ratios (Figure 6-5 across time; Figure 6-6 averaged across the analysis 

window). These analyses used the same window as in previous experiments (500-1500 

ms). The average log-odds-ratio (as seen in Figure 6-6) was used as the DV in the 

analysis. These data were entered into a mixed effects model (linear linking function) 

with training-condition and feedback-condition as fixed factors (both contrast coded) and  
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Figure 6-5: Experiment 5 – Log-odds-ratio of proportion of competitor looks to 
proportion of looks to average unrelated item across time, by timing condition. A) Active 
unsupervised participants. B) Supervised participants. 

 
 
 

participant, auditory word and word list as random intercepts. The fixed factors were not 

correlated (R=-.076). MCMC simulations were used to estimate significance values. 

This analysis did not reveal a main effect of training-condition (B=-.034, SE=.045, 

pmcmc=.53) nor of feedback-condition (B=.078, SE=.063, pmcmc=.20). The interaction also 

was not significant (B=.067, SE=.089, pmcmc=.50). Inspection of the data suggests a trend 

toward an effect for the active unsupervised group; to investigate this trend, simple 

effects were conducted using only the active unsupervised data and including only 

training condition as a factor. All other model features were kept as above. The effect of 

training-condition was again non-significant (B=-.063, SE=.065, pmcmc=.38). Thus there 

appeared to be no difference in the degree of competitor effects between the timing 

conditions for either those in the supervised or in the active unsupervised conditions.  

Target looks were analyzed as in previous experiments, using an empirical logit 

transform of the raw target looks in the different conditions as the DV. Target looks were 

considered as a function of training-condition and feedback-condition (Figure 6-7). These 

data were entered into a mixed effects model of the same structure as the analysis of 

competitor looks. The fixed effects were not correlated (R=-.043). This analysis revealed 

no difference in target looks as a function of training-condition (B=-.020, SE=.031, 
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Figure 6-6: Experiment 5 – Log-odds-ratio within the 500-1500 ms analysis window by 
training-condition and feedback-condition. Error bars represent standard error for that 
condition. 

 
 
 

Figure 6-7: Experiment 5 – Proportion of looks to target item across time, by training-
condition. A) Active unsupervised participants. B) Supervised participants. 
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pmcmc=.68). There was a marginally-significant of feedback-condition (B=.10, SE=.078, 

pmcmc=.064), as participants in the supervised group showed slightly more fixations to the 

target items. The interaction was not significant (B=-.067, SE=.061, pmcmc=.32). Despite 

the slight increase in target looks for the supervised group, training condition never had 

an effect on degree of target looks. 

6.4 Discussion 

Experiment 5 set out to determine whether generating a response alters the timing 

of word learning. Specifically, response generation might delay the time at which 

participants update word-referent mappings, eliminating formation of such mappings 

during periods of lexical competition. The experiment simultaneously explored how 

feedback affects this process; although all participants in this experiment made responses 

on every word-referent training trial, only half of them received feedback. A feedback 

signal offers the opportunity for classic supervised learning to occur, which is predicted 

to eliminate learning during lexical competition; without feedback, learning could occur 

earlier. In both cases, no evidence was found for continuous learning during lexical 

processing; for both feedback conditions, the difference in competition (on the VWP) as a 

function of timing (during training). This suggests that some aspect of response 

generation causes participants to delay their learning until after competition resolves2. 

Response generation may have affected learning as it provided learners with a 

specific time to update their representations. The learner must resolve competition well 

enough to select one of the two available referents on the display. This forced 

2 To further analyze the effect that response generation had on learning, an analysis was 
conducted comparing the active unsupervised participants in this experiment to the participants in 
Experiment 4, who learned the same words with the same timing conditions, but did not make 
responses. This analysis revealed no significant effects, suggesting that responding did not lead to 
different learning. However, this finding may be a result of insufficient power, as Experiment 4 
showed some evidence of spurious associations, whereas Experiment 5 showed no such evidence. 
Additional participants need to be run in these experiments and further studies need to be done to 
more fully assess the effect of adding a response.  
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competition resolution may result in learners adjusting their learning to be more akin to 

supervised situations, when learning waits for an error signal. In this case, although no 

error signal is given in the active unsupervised condition, they may still wait to learn until 

competition has settled well enough to make a decision. Associations would thus be 

formed on the basis of post-competition activations, rather than learning while 

competition was resolving. 

However, the results of this study call for more thorough investigation in the 

future. A (non-significant) trend toward an effect of training condition emerged in the 

active unsupervised condition, suggesting that response generation in this condition may 

have less of an effect on learning; participants may still conduct some continuous 

learning, but then continue updating these learned mappings as a response is made. 

Future studies can help determine whether this trend is noise in the data, or whether the 

experiment was insufficiently powerful to detect the effect. Additionally, the words used 

in this study were the same used in Experiment 4, some of which showed only weak 

evidence of continuous learning even when no response was required. As discussed in 

Chapter 5, the longer duration of these stimuli and the more protracted overlap between 

competitors may cause coactivation to last well into the visual presentation even for delay 

presentation formats. Studies that more precisely control the timing relative to stimulus 

duration could help determine whether a slower delay condition shows smaller 

competition effects. 

A further concern is that response generation may not be causing the decrease in 

spurious associations, but instead the additional processing time given participants to 

make responses causes it. In order to ensure that participants were not under undue time 

pressures in the synchronous trials, responses were always self-paced. During this delay, 

participants may continue updating representations, as in Experiment 2. As such, the 

response may have been irrelevant to the lack of spurious associations; instead, the 

additional processing may have caused it. Creating a task where responses are more 
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rapidly generated without adding artificial time pressures for synchronous trials is critical 

to determining whether the response itself changed learning. Having participants respond 

with a button press rather than clicking on the display may help speed the responses, 

eliminating some of the additional processing time that can occur when generating a 

response. 

Another possibility is that the decreased number of training trials in this 

experiment reduced the degree of spurious associations. Adding responses was predicted 

to improve learning overall, and participants in this experiment showed overall 

comparable learning performance to those in previous experiments. While the number of 

word-referent training trials was sufficient for participants to learn the words, it may not 

have been sufficient to strengthen associations with competitors to a point where the 

VWP could detect them. Although participants learned the words effectively, they may 

have continued to form and update associations with additional training. 

Experiment 5 thus provides modest initial support that response generation alters 

the way that lexical processes interact with word learning. Participants making responses 

showed very little evidence of generating spurious associations; however, it is as yet 

unclear what aspect of response generation blocks these associations.  



www.manaraa.com

152 
 

CHAPTER 7 

GENERAL DISCUSSION 

7.1 Summary of results 

In a series of studies, this dissertation uncovered evidence that unsupervised 

learning occurs continuously in time, with learners forming associations whenever 

representations of stimuli are active. Using word learning as a model test case, these 

studies found that situations that emphasize learning during periods of lexical 

competition lead to spurious associations with the phonological competitors to the target 

word that are partially active. This argues that learners are forming associations while 

multiple word-forms are active rather than waiting for competition to resolve. 

This effect was most pronounced when all words were trained with a similar 

stimulus timing that encourages the formation of parallel associations. In Experiment 1, 

participants who learned a set of words such that all words were presented synchronously 

with potential referents showed evidence of spurious associations; these participants at 

test showed greater consideration of the referents of competitor word-forms than would 

be expected from online competition, signaling an association between the word-form 

and the competitor referents. Meanwhile, participants who learned words such that the 

entire word was heard before any referents were presented showed no such evidence; 

these participants showed reduced competition relative to those in the synchronous 

condition. Experiment 4 showed modest support for such effects when a within-

participants design was used. For one of the word lists used in this study, learners showed 

increased competition at test for words trained with synchronous timing; the other list 

showed no such effect. While it is unclear what conditions determine whether such 

effects emerge, the presence of increased competition for some words demonstrates that 

continuous encoding within-participants is possible in some circumstances. Although this 
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effect is somewhat limited, it does demonstrate that unsupervised learning can occur in 

such learning tasks. 

This experiment demonstrates that learning that is continuous in time leads to co-

active word-forms becoming associated with a given word’s referent. However, 

additional processing time after word offset can diminish these associations, at least for 

some forms of competitors. In Experiment 2, participants learned words with the same 

auditory-visual synchrony of the synchronous condition of Experiment 1, which showed 

evidence of spurious associations. However, Experiment 2 provided an additonal delay 

between trials during which participants could continue updating the activation states of 

the words/objects, as well as their learned associations. Although no further auditory or 

visual information was presented during this delay, participants in this experiment 

showed no evidence of spurious associations for onset competitors; associations formed 

with offset competitors were found. This blank delay between trials thus altered the 

associations that formed, such that no links with words that overlapped at onset were 

observed. As participants continue to process the stimuli, they appear to continue to 

update their learned associations; for onset competitors, this leads to an elimination of 

spurious associations as these types of competitors are suppressed. However, the later 

activation for offset competitors may require even further processing time to suppress 

spurious associations formed during parallel activation (or they may not suppress at all, 

as no further information arrives to signal that these activations are inaccurate). 

Experiment 2 thus showed that continuous learning extends even after the stimuli are 

removed, as learned associations are updated throughout processing. 

Yet the dynamics of stimulus processing are not isolated to the activation of the 

auditory word-form. Visual information takes time to process (e.g., Treisman & Gelade, 

1980; Wolfe, 1994), and visual processing effects can cascade to affect phonological 

processes (Chen & Mirman, 2012). Experiment 3 seems to show evidence of such 

interactions between visual and auditory activation. Participants were presented with 
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visual referents before the onset of auditory information. This presentation format 

ensured that referents were on the display while lexical processing was ongoing, but it 

also provided a chance for learners to form predictions about which words could occur. 

When the two referents appeared before the auditory stimulus, learners could activate the 

names of each referent, and use these names to narrow the co-activation from competing 

names. This would reduce the formation of parallel associations, as participants could 

begin suppressing competitors even before auditory information is received. 

Finally, these increased competitor effects appear to arise primarily in learning 

tasks that emphasize the use of unsupervised learning mechanisms. In Experiment 5, 

participants received similar trial structures to those in Experiment 4, but were forced to 

make a response on every trial. Whether or not participants received feedback indicating 

whether their responses were correct, they showed little evidence of forming spurious 

associations (though there was a trend in the direction of spurious associations in the no 

feedback case). This suggests that the process of generating a response alters when 

learning occurs; when participants are forced to fully process the stimuli in order to 

respond, they may delay their learning until the response is made. However, such effects 

may occur simply because response generation increases trial duration; it may be the 

added time to process while generating the response that causes this difference, rather 

than actual changes in the form of learning.  

These experiments thus show a complex relationship between stimulus processing 

and learning. Certain learning paradigms allow associations to be built throughout 

processing; however, the representations formed during this learning are updated with 

ongoing processing. Other forms of learning appear to eliminate temporally-continuous 

learning, and instead focus learning on the end-product of competition processes. Thus 

learning, even just within the domain of word learning, is quite complex, with numerous 

sources of information (from the activations of both auditory and visual stimuli as well as 
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from the nature of the learning task) simultaneously impacting the way that the learner 

forms associations.  

7.1.1 From parallel activations to parallel associations 

As listeners hear auditory stimuli, they simultaneously activate several words that 

are consistent with the acoustic signal (Allopenna et al., 1998; Marslen-Wilson & 

Zwitserlood, 1989; Marslen-Wilson, 1987). These words compete for recognition; the 

competition processes extend across time, with listeners sometimes needing more than 

the entire word to identify the correct word-form (Bard et al., 1988; Grosjean, 1985; 

McMurray et al., 2009). While these words are simultaneously active, the listeners can 

associate the word-forms with available referents; although competition is ongoing, 

learners appear to start forming word-referent mappings immediately. Not only is word 

recognition incremental, but as word learning is continuously coupled to these dynamic 

processes, it comes to reflect this incrementality.  

Parallel activation of word-forms thus leads to parallel associations with referents 

if the referents are present while competition is ongoing. However, this learning process 

is more complex than simply tracking stimulus co-occurrence. Instead, learning continues 

throughout processing, not just throughout stimulus presentation. Ongoing processing 

dynamics continue to affect the learned representations, with mappings updating beyond 

what was learned during stimulus presentation. 

This ongoing updating forces a reconsideration of how learning proceeds. 

Whereas the intuitive conception of learning is a single update per individual learning 

event, some forms of learning are better conceptualized as repeated changes in the 

mapping across time within an event. Such continuous learning integrates information 

immediately as it comes in, but then continues to use additional information to refine the 

learned mappings. Although some forms of learning, such as those reliant on an error 

signal that occurs at a prescribed time, implement learning that occurs as a single update 
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to weights or connections, unsupervised learning includes repeated updating. This is 

more akin to a recurrent network that learns in many cycles as it processes stimuli 

(McMurray et al., 2012; Thelen, Schoner, Scheier, & Smith, 2001). This changes the idea 

of a learning event; learning is a protracted process that extends across the event, and is 

dynamically influenced by the state of activation of the stimuli. 

7.2 Limitations and future directions 

The experiments in this dissertation offer intriguing evidence that learning is 

continuous in time during lexical processing, however they also leave many questions to 

be answered in future research. The conditions under which spurious associations were 

found were somewhat limited; they were more apparent when timing was manipulated 

between-participants and no additional processing time for either visual or auditory 

stimuli was available. The variability of the effect in the within-participants design is 

particularly vexing, as it suggests that some aspects of specific stimuli may affect the 

form that learning takes. Future research should investigate what characteristics of 

individual stimuli leads to variation in evidence of spurious associations. Perhaps the 

degree of overlap or the duration of certain stimuli leads to less differentiation in the 

associations formed in the two timing conditions. Similarly, it is important to investigate 

how different trial structures alter the learning process, such as different forms of 

responses or different types of feedback. 

7.2.1 Learning based on internal representations 

The alternative timing conditions examined in Experiments 2 and 3 lead to 

additional questions about the nature of the interactions between visual and auditory 

stimulus processing, and how these processes affect learning. These experiments 

demonstrated that learning is not confined to times when stimuli are physically present. 

Instead, learning occurs whenever some mental representations of the stimuli are 

available to update the mappings between them. Learning is thus not a single-pass event, 
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but a continuous process of forming and updating the links between stimuli even after the 

perceptual events have passed. As competition continues to resolve, learners can continue 

to augment their mappings. However, it remains to be seen how protracted this process is. 

Experiment 2 showed that adding a delay at the end of auditory-visual presentation 

eliminated spurious associations with onset competitors, yet it did not affect those formed 

with offset competitors. It is possible that additional time might lead to elimination of 

these associations as well; alternatively, because these associations form at the end of 

words, with no successive information overruling them, they may endure regardless. 

Related to questions of ongoing learning are issues of sleep-based consolidation. 

When learning words, sleeping seems to help these words become more embedded in the 

lexicon (Dumay & Gaskell, 2007; Gaskell & Dumay, 2003), although sleep is not 

required for at least some forms of consolidation (Kapnoula, Gupta, Packard, & 

McMurray, in press; Lindsay & Gaskell, 2013); such effects signal ongoing learning 

about words well after stimulus presentation. It is unclear what effect consolidation 

would have on the weak spurious associations formed during parallel activation. These 

associations may become more embedded in lexical knowledge, showing lasting effects 

on processing. Alternatively, consolidation might prune such weak associations, helping 

the learner overcome the inappropriate learned associations. 

Experiment 3 showed that when learners are given a preview period to see the 

pictures before learning, spurious associations are eliminated. These results could signal 

that longer trials overall block the formation of spurious associations, but as described in 

the discussion for that experiment, this explanation may be untenable, as few changes in 

learning “strategies” seem to predict the results of both Experiments 2 and 3. Instead, it 

was suggested that these results imply effects of prediction of the upcoming word-form 

blocking competitor words from becoming activated. While a viable explanation, 

significant additional work is necessary to determine how such predictions affect 

learning. There is evidence that even when context constrains the likely upcoming words, 
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listeners still activate phonological competitors (Zwitserlood, 1989), suggesting that the 

pre-exposure to the referents may not alter coactivation of competing word-forms. 

However, other methods show that listeners readily use verb information to constrain 

which the range of words that are considered during lexical activation (Dahan & 

Tanenhaus, 2004). Similarly, listeners use knowledge of the world to bias eye-

movements toward likely referents of a sentence (e.g. when hearing “the man will drink 

the…” participants are more likely to fixate beer than wine; Altmann & Kamide, 2007). 

Similarly debates about the capacity for context to constrain stimulus processing 

arise regarding the VWP as a tool for language research. There is concern over whether 

providing a preview period when participants can pre-name the objects leads them to rely 

on a less natural mode of language processing. These debates are quite active, with many 

researchers expressing confidence that pre-naming does not narrow the scope of lexical 

competition. It thus remains an open question to what extent the learners can use the pre-

exposure to narrow the parallel activation that occurs during word recognition. Further 

studies thus are essential to detail why learning changes when given a preview period. 

7.2.2 Forms of learning 

Experiment 5 offers some initial evidence that response generation affects the 

time at which associations are formed. When participants responded, regardless of 

whether or not feedback was present, no reliable difference was seen between 

synchronous and delay presentation. However, much additional work needs to be done to 

better understand these results. The failure to find effects in this study might arise from 

variability between words included in the study; as described in the discussion of 

Experiment 4, durational differences may have led to differences in words’ capacity to 

show spurious associations. Additionally, the inclusion of a response affects the stimulus 

timing in ways that may alter learning for reasons other than the response itself. In order 

to ensure that the response was not adding undue time pressures on participants in the 
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synchronous condition, it was necessary to allow participants sufficient time after the trial 

to make their responses. However, this time also may provide additional processing time, 

as in Experiment 2. This could lead to continued learning during the interim period that 

eliminates spurious associations independently of the response. This suggests that 

investigating offset competitors rather than onset competitors in these studies may have 

shown more pronounced evidence of spurious associations in this experiment. Other 

methods that incorporate response generation without additional processing time could 

also more fully investigate whether response generation is having a direct effect on the 

form that learning takes.  

Considering word learning more generally, the experiments in this dissertation 

demonstrate some use of unsupervised associative mechanisms by adults to learn new 

words. While this contrasts with theories that adults never use such mechanisms (Medina 

et al., 2011; Trueswell et al., 2013), it does not specify whether this is the typical form of 

word learning engaged in by adults. Work within the cross-situational word learning 

paradigm is designed to more closely simulate natural learning contexts (Yu & Smith, 

2007), and recent work within this paradigm suggests associative (rather than hypothesis-

testing) learning in this task (Roembke & McMurray, submitted). However, other word 

learning situations may elicit quite different forms of learning, which may show distinct 

forms of interaction with lexical activation dynamics. For example, words can be learned 

through ostensive definition, where the learner is explicitly told the word-referent 

mapping. Such learning may obviate the need to use unsupervised learning mechanisms, 

and thereby discourage continuous learning. Although Experiment 5 began exploring 

alternative forms of learning, more comprehensive investigations into learning in other 

paradigms can offer a more complete picture of when encoding occurs in different word 

learning situations. 
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7.2.3 Processing dynamics and learning outside language 

This dissertation used word learning as test case for understanding how learning 

interacts with perceptual processing more generally. Word learning was selected because 

the temporal dynamics of processing are quite well understood, and because of the 

inherently temporal nature of spoken language. These characteristics allowed the 

generation of precise predictions and the development of methodologies to test such 

predictions. However, other domains have more opaque processing dynamics, 

complicating understanding of how processing might impact learning. The form that 

learning takes differs based on domain, making it essential to understand both the form of 

learning within the domain and the way that processing plays out. Thorough 

investigations of interactions between stimulus processing and learning in other domains 

can thus further knowledge of domain-specific learning and domain-general properties 

that carry through different domains. 

7.3 Theories of word learning 

Although nearly all researchers of word learning acknowledge some associative 

aspects to word learning, many suggest that the associative nature of learning dissipates 

as the learner becomes more skilled (Golinkoff & Hirsh-Pasek, 2006; Namy, 2012; 

Trueswell et al., 2013; Waxman & Gelman, 2009). Under such assumptions, the more 

advanced word learner relies on more explicit word learning tools in order to acquire 

word-referent mappings; associative mechanisms are no longer necessary as learners 

come to better understand the nature of word learning.  

Such explicit word learning theories suggest that learning operates on single-

word/single-referent mappings. The learner forms hypotheses regarding which words 

map to which referents, then maintains these unitary hypotheses until counterevidence is 

received (Medina et al., 2011; Trueswell et al., 2013). The results of the current study are 

incompatible with such theories. In the synchronous presentation cases of these 
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experiments, participants formed a mapping between the correct word-form and the 

referent, but also built parallel associations between competing word-forms and the same 

referent. These parallel associations entail multiple links between word-forms and 

referents, counter to the prediction that learners only entertain a single hypothesis at a 

time.  

These findings thus argue for an associative form of word learning for advanced 

learners. The participants in these studies were all adults with fully-formed lexica; if 

people change word learning strategies as they become more adept at learning, they 

should surely have fully adopted the new strategy by adulthood. Instead, they appear able 

to continue to rely on associative mechanisms in at least some word learning tasks. 

Although other forms of word learning may use more explicit mechanisms, the evidence 

of associative learning in the present dissertation confirms that adults have not lost the 

capacity to use implicit forms of word learning. 

Perhaps more importantly, these results show that associative word learning is a 

much more sophisticated process than often suggested. In critiques of associative 

approaches to word learning, many researchers suggest that associative learning is a 

dumb process of linking perceptual representations (Gelman & Waxman, 2009; 

Golinkoff & Hirsh-Pasek, 2006; Waxman & Gelman, 2009). This dissertation presents 

several cases where associations are formed based on internal representations. In 

Experiment 1, participants in the delay condition form associations after auditory offset, 

relying on some memory representation of the stimulus. Experiment 2 showed continued 

updating of associations after both auditory and visual offset, showing that learning 

continues to occur as representations are stored in working memory storage (and as these 

representations continue to update to resolve ongoing competition even as they are 

simultaneously linked via associative mechanisms). Experiment 3 showed that 

information that precedes auditory-visual pairings nevertheless affects the way that 

associations are formed; although the physical co-occurrence between Experiment 1’s 
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synchronous condition and Experiment 3 was identical, stimulus processing dynamics 

external to the co-occurrence event affect the formation of associations. 

This suggests a form of associative learning that is much deeper and more 

complex than the simple stimulus-stimulus mappings suggested by advocates of 

inferential approaches to word learning. Associations can form not just between what is 

currently being perceived, but also between internal representations of stimuli. 

Associative learning is richer than behaviorism (McMurray, Zhao, Kucker, & Samuelson, 

2013; Rescorla, 1988; Sloutsky, 2009; L. B. Smith et al., 2003; Wasserman & Miller, 

1997). 

An interesting finding from these experiments is that word learning appears to 

function more effectively when words and their referents are not presented 

simultaneously. Synchronous stimulus presentation caused learners to form spurious 

associations with competitors, which led to increased competition at later recall; 

meanwhile, delay presentation reduced this competition, signaling that the correct 

associations between the word and its referent dominated what was learned. This finding 

is rather counterintuitive. Typically, synchrony is thought essential to learning words; 

when the learner hears “dog,” she is best able to map this to a referent if she is currently 

looking at a dog. However, it appears that a slight delay after auditory presentation can be 

quite valuable to avoid forming weak word-referent mappings with competitors. In many 

cases, facets of the natural learning situation may ameliorate these weak associations, as 

learners can continue to fixate the referent as they resolve competition (and they may 

have begun processing the referent before hearing the target, as in Experiment 3). 

However, the finding that synchrony is not necessarily the ideal way to teach word-

referent mappings is quite novel.  
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7.3.1 Caveat on natural word learning 

If learners use unsupervised methods to learn words, and if such unsupervised 

learning leads to spurious associations with competing word-forms, how are words 

learned as effectively as they are? Associative word learning is thought to be most 

apparent for young children (e.g., Golinkoff & Hirsh-Pasek, 2006; Namy, 2012). 

Children also appear to have slower lexical activation processes and increased 

competition (Fernald et al., 1998). Meanwhile, children are learning a huge number of 

words in a short period of time, and they are learning many words in parallel (Ganger & 

Brent, 2004; McMurray, 2007). This confluence suggests that children may be 

particularly at risk of forming false associations from competing word-forms as they 

learn. Indeed, the Language Restructuring Model argues that children need to develop 

more precise phonological representations to deal with such risks of conflated word-

referent pairings as the lexicon becomes denser (Metsala & Walley, 1998; Walley et al., 

2003).  

However, such issues may also be quite minor in ecological learning situations. In 

order for these types of spurious associations to affect lexical processing, the learner must 

be learning two overlapping word-forms concurrently. During the learning event, both of 

these word-forms must become active frequently enough when referents are present to 

lead to strong associations for both word-forms. However, such parallel learning of 

phonologically-related word-forms is likely quite rare; Swingley and Aslin found that the 

lexical inventories of 14-15 month-old infants show few examples of overlapping words, 

suggesting that at least early in word learning, competitors are less common (Swingley & 

Aslin, 2002). Similarly, during learning, the timing of word-referent pairings likely varies 

quite widely. Although in some instances the learner is attending to the referent during 

periods of high ambiguity, there are likely many other instances in which the referent is 

not identified until after competition has resolved (for example in a highly cluttered 

visual scene), or the range of potential referents has been identified (or narrowed down) 
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by things like social cues well before the word is heard (an analogue of Experiment 3). In 

most instances, the learner likely can continue to consider the word-referent pairing after 

word offset, leading to ongoing updating of the learned associations (an analogue of 

Experiment 2). This variability in timing would lessen the false associations formed with 

overlapping word-forms. 

Investigating the role of temporal structure of language in word learning may not 

offer a major contribution to our understanding of the development of specific lexical 

items. However, by creating scenarios in which the interactions between temporal 

dynamics and learning are emphasized, these studies provide insight into the nature of 

word learning more broadly, as well as into more general learning mechanisms. Although 

formation of spurious associations as a result of parallel activation likely does not lead to 

massive competition from countless spurious associations throughout life, the evidence 

found showing that such associations do arise indicates that unsupervised learning is 

active during word learning, and that this learning occurs continuously in time, even 

during periods of competition.  

7.4 Perceptual processing and learning 

Perceptual processing is rife with temporal dynamics. Reaction time is a standard 

tool in cognitive research as it offers a glimpse into the dynamics at play in cognitive 

processing (Holden, Van Orden, & Turvey, 2009). In an array of domains, the measure of 

the temporal components of processing is central to understanding the stages that occur 

during those processes. For example, the Stroop task uses the speed with which 

participants can name the color that a word is printed in (relative to the speed with which 

they can read the word) as a way to understand the components that play into inhibition 

(MacLeod & Dunbar, 1988; MacLeod, 1991; Stroop, 1935). Similarly, in visual search 

tasks, the slope of RT with respect to number of displayed competitors is used as a way to 
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understand how long it takes to process stimuli, as well as to gauge which aspects of 

stimuli are processed automatically (Treisman & Gelade, 1980; Wolfe, 1994). 

Word recognition has long relied on such measures as a tool for understanding the 

various processes that impinge on lexical activation. For example, listeners typically are 

slower to recognize words with many phonological neighbors in the lexicon (Luce & 

Pisoni, 1998); this is taken as evidence of competition between similar word-forms as 

words are being activated. Similarly, semantic priming has a rich history as a measure of 

the speed of activating a words meaning (Andruski et al., 1994; Milberg, Blumstein, & 

Dworetzky, 1988; Zwitserlood, 1989); words that elicit speeded RTs for related primes 

are thought more effectively access their semantic network. Thus in word recognition, 

temporal dynamics are central to understanding of processing. 

The temporal dynamics of lexical processing are particularly well-studied, as the 

temporal nature of spoken language lends itself nicely to investigation of processing 

dynamics. The use of methodologies that are sensitive to the temporal nature of spoken 

word recognition has led to a comprehensive understanding of the timecourse of 

recognition; tools such as gating (Bard et al., 1988; Grosjean, 1985; Marslen-Wilson, 

1987) and eye-tracking (Allopenna et al., 1998; McMurray et al., 2008; Tanenhaus et al., 

1995) provide detailed glimpses of how quickly listeners process acoustic information 

and when competitor effects occur. Quite comprehensive descriptions of word 

recognition are thus possible, and these descriptions include a complex pattern of parallel 

activation and competition throughout processing. 

Yet despite decades of research on the timecourse of perceptual processing, the 

influence of the dynamics of processing on learning has not been thoroughly explored. In 

many instances, learning is studied in ways that remove effects of perceptual processing 

in order to more directly investigate other components of the process. When attempting to 

determine whether people learn categories on the basis of prototypes or exemplars, for 

example, how long it took the learner to process the features of the stimulus is irrelevant. 
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Yet studying the interaction between the dynamics of stimulus processing and learning 

offers insight into the way that learners form mappings in individual learning events. 

7.5 Continuous unsupervised learning 

The experiments in this dissertation demonstrate that learning is not functionally 

independent of processing dynamics. Instead, at least in some circumstances, learning 

proceeds while stimuli are being processed, and mappings begin forming while 

competition between perceptual forms is ongoing. Experiments 1-4 in this dissertation 

emphasized the use of unsupervised associative learning to acquire word-referent 

mappings for a new set of words. This form of learning is often thought to be 

implemented by a basic Hebbian learning process of strengthening connections between 

co-present stimuli and weakening connections between stimuli that do not appear 

together (Hebb, 1949). However, caution is always necessary when comparing theories of 

neural learning to theories of cognitive learning. Learning a word likely entails forming 

links between populations of neurons whose activation levels offer a representation of the 

word (though see, Bowers, 2009). Thus the parallel between Hebbian learning and 

associative word learning is best considered an analogy. 

However, the results of the experiments in this dissertation strengthen this 

analogy. Rather than associative learning relying on smart mechanisms to gate learning to 

occur after competition is resolved, instead learning proceeds continuously, whenever 

representations of both a word-form and a referent are active. This is similar to the classic 

conception of Hebbian learning, in which the brain operates by strengthening the 

connections between any neurons that are co-active and weakening connections between 

those whose activations are not correlated (Hebb, 1949). As lexical processing is 

ongoing, the varied degrees of activation of competing word-forms lead to learning that is 

continuous across time. 
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Unsupervised learning mechanisms thus operate without the need for additional 

machinery to determine when learning can proceed. Although it is possible that simple 

competition monitors or activation thresholds could gate learning, there is no specific 

evidence for such mechanisms here, and as a result it appears that unsupervised learning 

works without these monitors, simply linking any stimuli that are co-active. This points 

to a crucial need to consider the processing dynamics in any learning domain; for 

example, if we are trying to teach a child to read, we need to consider not just the 

regularities linking orthographic and phonological forms, but also how the processing of 

stimuli in each domain might impact the learning (Harm, McCandliss, & Seidenberg, 

2003; Harm & Seidenberg, 2004). Learning does not occur in a vacuum, but instead is 

influenced by the way that stimuli are processed. 

However, it remains unclear whether unsupervised learning occurs in this way 

when a response is also required. During tasks with responses, two distinct modes of 

learning are possible. In one mode, learning occurs continuously in time, with processing 

in order to make a response a parallel process. This processing would influence the 

continued learning, particularly as competition resolves sufficiently to make a response. 

In the alternative case, the necessity to form a response may change the way learning 

proceeds altogether. Learners can use the response as a signal to update representations, 

without forming any associations until this response is made. This would entail a single 

instance of learning in each trial, and it would occur after competition is resolved. 

Supervised and unsupervised learning need not be functionally independent forms of 

learning; instead, they likely operate in tandem to drive learning (Munakata & O’Reilly, 

2003; O’Reilly & Norman, 2002; O’Reilly & Soto, 2002; Zhu et al., 2007). During the 

lexical processing that precedes a response, listeners may thus be learning using 

unsupervised means, but then update this learning based on information available when 

responding. 
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7.6 The value of domain-specific investigations 

Typically in studies of learning, researchers only examine domain-specific 

interactions with the learning task (e.g., the specifics of word learning) when questions 

about that domain are being asked. In contrast, if the goal is to explore more general 

aspects of learning system, researchers typically employ abstract stimuli that are quite 

removed from the kinds of stimuli learned in natural situations (Posner & Keele, 1968; 

Waldron & Ashby, 2001; Wifall, McMurray, & Hazeltine, 2012). Domain-specific 

investigations are quite useful for elaborating how learning occurs within that domain, 

but they often do not extend into general principles of learning (though some theoretical 

accounts offer notable exceptions: McMurray et al., 2012; Thiessen, 2011).  

This dissertation took a quite different approach. By situating learning firmly 

within a domain in which the temporal dynamics of processing are well understood, these 

experiments offer insight into how the specific temporal properties within a domain 

impact domain general learning mechanisms. These experiments embrace the complex 

nature of stimulus processing within word learning as a tool to determine when learning 

proceeds more broadly. The results of these studies suggest that unsupervised learning 

mechanisms operate continuously in time, whenever stimulus representations are active. 

While these findings are informative for word learning, they offer a deeper value in 

expanding understanding of the mechanisms of learning. 

This domain-specific approach is thus a valuable way to approach studies of 

learning. Although seeking domain-general principles is quite necessary, understanding 

how domain-specific information impacts learning is a useful tool to this end. By 

understanding how learning proceeds in the face of processing within a domain, we can 

better understand the basic characteristics of learning.  
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7.7 Conclusions  

Studies of learning have thrived by asking questions that obviate concerns of 

processing dynamics. Yet the way that stimuli are processed can have major implications 

for how these stimuli are learned. By embracing the interactions between stimulus 

processing and learning, a more comprehensive description of learning is possible. This 

dissertation offers an initial foray into the interface between learning and processing. In 

considering the nature of word recognition processes as they relate to word-referent 

learning, these studies show that learning is a continuous process. Rather than noise that 

complicates understanding of learning, perceptual processes are valuable sources of 

information that impact how learning proceeds. 
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